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Overmany glacial cycles, the glacial erosion of alpine valleys can be sufficient to reduce the length of glaciers in
the most recent cycles. We document field cases illustrative of this erosional feedback and model the
long-term evolution of glacier lengths analytically and numerically. The general feature we target is a moraine
deposited well beyond the last glacial maximum (LGM) limit, whichwe refer to as a “far-flung”moraine. First-
ly, we assemble published observations to illustrate that far-flung moraines are documented around the
world. The observations suggest that the downvalley distance to such far-flung moraines can exceed the dis-
tance to LGM moraines by up to twofold. Secondly, we address the problem analytically, making several sim-
plifying assumptions, to demonstrate that glacier length scales linearly with erosion depth. Finally, we employ
a numerical model to test the analytical solution. This 1D (depth-integrated) flowline model includes: (i) a
depth-averaged longitudinal coupling stress approximation, (ii) prescribed winter and summer surface
mass balance profiles, (iii) evolving ice temperature calculated via the conventional heat equation, and
(iv) glacier sliding velocity parameterized as a function of basal ice temperature and spatially and temporally
variable prescribed flotation fraction. The simulated alpine landscape is modified through the competing pro-
cesses of glacier erosion, which is dependent on glacier sliding velocity and prescribed bedrock erodibility, and
prescribed uplift rate. The climate controlling surface mass balance is prescribed by time series of air temper-
ature and snowfall approximated by the sum of two sinusoidal cycles. The recurrence statistics of these pre-
scribed climate drivers closely match those of the marine isotopic record; hence the prescribed climate
drivers faithfully mimic observed long-term climate drivers.
Consistent with earlier landscape evolution studies, we find that the primary effect of repeated glaciations is
to flatten a valley floor and steepen its headwall, effectively cutting a longitudinal notch in a fluvial valley
profile. Analytical and numerical model results also demonstrate that far-flung moraines are an inevitable
consequence of repeated glaciations: glaciers in tectonically inactive regions can sufficiently erode their val-
leys so that the earliest glaciations leave moraines many kilometers down-valley from moraines left by the
latest glaciations, despite similar climates. This suggests that a different landscape, rather than a different cli-
mate, is capable of explaining the early glacier extents. As a corollary, the long-term drift toward reduced gla-
cier length favors the survival of early moraines in the face of later glacial advances. Finally, rock uplift can
defeat this erosional feedback, while rock subsidence enhances the feedback.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

In many alpine settings, the glacial history of the landscape is
recorded by a succession of terminal and/or lateral moraines. These

successions, with the oldest terminal moraine being the farthest
from the contemporary glacier terminus, provide direct evidence for
repeated glaciations over glacial–interglacial timescales. In an at-
tempt to explain the typical number of preserved moraines, Gibbons
et al. (1984) suggested that glacier lengths are randomly distributed
over time and that after ten glacial cycles, a contemporary moraine
succession would most likely contain two to three moraines from
past glaciations. We assume that mountain glacier lengths are not
driven by a random regional climate but rather broadly follow the
benthic δ18O record, a proxy for global ice volume. The benthic δ18O
record (see Fig. 1A) suggests that the Last Glacial Maximum (LGM)
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was as large as any previous glaciation with at least four glacial max-
ima of similar amplitude (Lisiecki and Raymo, 2005). If the benthic
δ18O data does indeed serve as a reliable proxy for the glacier extent
in alpine valleys we would – based on the amplitude of the four major
past glaciations – expect a succession of terminal moraines that do
not show major differences in position. Examples from most major
mountain ranges, however, indicate that glacial extents in the past
were tens of percent longer than the LGM moraines (Fig. 2). If we as-
sume that the regional climate driving glaciation in most mountain
ranges mimics the global ice volume record, that the LGM was
about as large as any previous Plio-Pleistocene glaciation, an alterna-
tive explanation is required to explain the preservation of multiple
moraines outboard of the LGM moraine (Table 1).

One alternative explanation for the apparent drift toward reduced
glacier length through time is long-term valley profile erosion.
Oerlemans (1984) and MacGregor et al. (2000) suggested that
long-term erosion of a glacier bed decreases ice-surface elevation
and the surface mass balance of a glacier. Glacial erosion has repeat-
edly been shown to be efficient at modifying alpine landscapes (e.g.,
Hallet et al., 1996). Glacial erosion rates, averaged over several time-
scales, are typically 1 mm/y. This significantly outpaces fluvial ero-
sion rates, especially in headwaters where river discharge is low. It
is therefore reasonable to expect that tens of Quaternary glaciations
would result in several hundred meters of valley floor lowering.

Kaplan et al. (2009) echoed this notion. They noted the pattern
decreasing glacial extent in Patagonia was not reflected in trends in
Southern Hemisphere paleoclimate records and benthic δ180, and
suggested that the observed pattern could be attributed to
long-term glacial erosion and consequent decline in glacier surface
mass balance. To our knowledge, while Singer et al. (2004) touch
upon the potential role of tectonics in governing the glacial evolution
in the Patagonian setting, Kaplan et al. (2009) were the first to ex-
plore this erosion — glacier length feedback in a field setting. The
complex nature of the Pleistocene Patagonia Ice Sheet, with multiple
tributaries and outlet glaciers, and absence of initial bedrock topogra-
phy, makes their site particularly challenging to simulate in
long-term landscape evolution models. In this manuscript, we quan-
titatively explore the long-term relation between glacier erosion

and glacier length in a characteristic longitudinal valley profile,
using idealized initial bedrock topography and climate forcing.

We first employ a simple analytical model to explore the relation
between bedrock lowering caused by glacier erosion and glacier
length. This exercise demonstrates that the reduction in moraine
length is proportional to the mean lowering of the valley floor. We
then employ a numerical model that, in contrast to the numerical
model used by Kaplan et al. (2009), solves the evolving ice tempera-
ture field at discrete time steps and calculates the surface mass bal-
ance based on separate summer and winter profiles. This allows us
to simulate long-term landscape evolution by glacier erosion, under
warm- and cold-based glacier conditions, while honoring seasonal
and daily cycles in meltwater production and glacier hydrology. We
chose a generic fluvial valley profile as the initial condition to explore
the evolution of glacier length in response to glacier erosion. We also
explore the influence of tectonic uplift and subsidence by varying up-
lift and subsidence rates over a plausible range.

2. Assessing a global compilation of far-flung moraines

The succession of terminal moraines described by Kaplan et al.
(2009) is not uncommon. Fig. 2 shows that well-documented,
far-flung moraines are found in most mountainous regions glaciated
during the Plio-Pleistocene.

This diverse population of far-flung moraines was compiled to sat-
isfy the following criteria: (i) paleoglacier lengths could be clearly
measured along plausible flow lines from a cirque headwall or mod-
ern ice divide to the far-flung moraines; (ii) glacier lengths were
only measured for valley glaciers whose far-flung moraines did not
extend downstream of a major glacier confluence to eliminate the
possibility of glacier coalescence during some glaciations but not
others; (iii) Outlet lobes were used in place of far-flung moraines in
settings where an ice cap glaciation likely transitioned to a valley gla-
ciation. Numerical moraine ages, or relative moraine age criteria cor-
related to numerical ages, were available for 87% of cases. The
remaining 13% of the moraine ages were inferred from logical marine
isotope stage (MIS) assignment based on numerical ages from other
moraines within the same valley.
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Fig. 1. Time series of potential proxies for climate forcing of glaciers and their histograms. (A) Compilation of benthic oxygen isotope record since the mid-Pleistocene transition
(from Lisiecki and Raymo, 2005). (B) Average June–July–August insolation at 65° N, calculated following Huybers (2006). Both the MIS and insolation records show a strong ten-
dency to occupy the mean state and symmetrical decaying distributions about them. (C) Double sine curve (here of surface air temperature) employed in our glacial model. In this
example the chosen periods are 100 and 40 ky, and amplitudes are adjusted so that the peak of the histogram is centered and decays symmetrically toward both highly glacial and
highly interglacial conditions.
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In Fig. 2A, we show the percent reduction (R) in glacier length be-
tween the greatest glacier extent and any documented glacier extents
prior to, or including, the LGM according to:

R ¼ 100
xtermmax−xtermi

xtermmax

! "
ð1Þ

here xtermmax is glacier length at maximum extent, and xtermi is the
reduced glacier length at a later time.

Comparing the percent reduction of glacier length is difficult with-
out acknowledging that the time interval between moraines varies
between sites. We attempt to account for this by assuming that the
processes (i.e., trends in climate, erosion, or uplift) resulting in re-
duced glacier extent vary linearly with time. We therefore normal-
ized R by a common time to allow the direct comparison between
moraine sets of different time intervals.

Rnorm ¼ R
tnorm

tmax−ti

! "
ð2Þ

where tnorm is the time to which we normalize all records (1 My), tmax

is the numerically constrained age of the most extensive moraine, and
ti is the age of the retracted moraines of interest. The derived Rnorm
values vary widely between mountainous regions. Yet the data

assembled in Fig. 2 suggests that the majority of moraines are within
10 to a few tens of percent of the maximum ice extent. This provides a
globally relevant modeling target.

Moraines vary significantly in extent from valley-to-valley and
from range-to-range. While we explore the feedback between glacier
erosion and glacier length as the global cause of this variability, there
are several other potential mechanisms at play at the local or regional
scale. These long term mechanisms could include: (i) a decline in
available moisture potentially caused by changes in nearby topogra-
phy, (ii) range-scale rock subsidence, (iii) changes in the underlying
lithology that governs both bedrock erodibility and bed roughness,
(iv) changes in ice discharge caused by drainage piracy, or (v) signif-
icant modification of the glacial valley geometry (i.e., cross-sectional
widening by lateral erosion or longitudinal extension by headwall re-
treat). Many of the extreme R and Rnorm values in Fig. 2 can be
explained by changes in moisture source due to topographic blocking
and/or subsidence as described below.

2.1. The potential role of changes in topographic blocking
or moisture routing

Late Pliocene to early Pleistocene glacial advances in the Yukon-
Tanana highlands were significantly more extensive than late
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Fig. 2. Global compilation of far-flung moraine observations. Plus markers represent moraines produced by valley glaciers. Circles represent ice cap outlet glaciers. (A) Percent
reduction of moraine length relative to the longest documented glacial extent. Dates (in ky) above each column are the oldest moraine age for each region or range. Age from
the Cascade Range, USA, is estimated from the LGM moraine counting back MIS stages. (B) Percent reduction in glacial length is normalized to 1 Ma of record (see text for full
description). The Northeastern Russia data set also contains data points at 583, 511, and 252% reduction (not plotted). [References: Brooks Range—Hamilton, 1986, 1994; Seward Peninsula—
Kaufman and Hopkins, 1986; Alaska-Yukon—Weber and Hamilton, 1982; Weber, 1986; Duk-Rodkin, 1999; Duk-Rodkin et al., 2004; Alaska Range— Kenai Pen.— Schmoll and Yehle, 1986;
Kline and Bundtzen, 1986; Thorson, 1986; European Alps — van Husan, 2004; Cascade Range — Porter, 1976; Rocky Mountains — Karlstrom, 2000; Dahms, 2004; Dethier et al., 2003; Sierra
Nevada Range— Blackwelder, 1915; Birkeland, 1964; Birman, 1964; Curry, 1971; Sharp, 1972; Pindus Range—Hughes et al., 2006; Tibetan Plateau— Lehmkuhl, 1998; Yi et al., 2002; Owen et
al., 2005; Colgan et al., 2006;Wang et al., 2007; Xu and Zhou, 2009; Owen et al., 2010; Himalayan Range— Fushimi, 1978; Owen et al., 2006; Hedrick et al., 2011; Mauna Kea— Porter, 1979;
Peruvian Andes— Smith et al., 2005; Tasmania— Fitzsimons andColhoun, 1991; Colhoun and Barrows, 2011; SouthernAlps— Suggate, 1990; Lago Buenos Aires— Singer et al., 2004; Kaplan et
al., 2005; Dry Valleys — Brook et al., 1993].
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Pleistocene advances (Fig. 2). Duk-Rodkin et al. (2004) postulated that
early glaciations were more extensive in this area, associated with
both an ice free Arctic Ocean and topographically lower coast ranges.
Extensive late Pliocene to early Pleistocene glaciation (relative to the
LGMextent) in the Brooks Range and Seward Peninsulamay also reflect
a decline in moisture delivery over the last 2–3 Ma, corresponding to a
decrease in sea level (during glacial periods) and potentially an increase
in sea ice coverage through the Pleistocene. A similar contraction of re-
cent glacial advances has been observed in northeastern Russia, where
the MIS 6 and MIS 4 advances were significantly longer than the MIS
2 advance (Stauch and Gualtieri, 2008). Climate modeling suggests
that one potential explanation for this reduction in ice extent is that
the Fennoscandian ice sheet (FIS) was significantly larger in MIS 4
than inMIS 2, and subsequently the FIS blockedmoisture from reaching
northeastern Russia (Krinner et al., 2011). Conversely, the FISmay have
played the opposite role duringMIS 6, when it is believed that the large
140 ky BP ice sheet caused regional cooling enhancing the effects of or-
bital forcing, and reducing melt in eastern Russia.

2.2. The roles of bedrock uplift and subsidence

Bedrock uplift in a glaciated region would tend to increase accu-
mulation and increase glacier length. On the contrary, bedrock subsi-
dence would have the opposite effect and should decrease glacier
lengths. Constraints on bedrock surface uplift are rare and difficult
to acquire. The Yellowstone Hotspot represents a unique example
where relative surface uplift can be constrained through geomorpho-
logical indicators. Surface uplift of 1–4 mm/y is occurring on the lead-
ing edge of the hotspot, while surface subsidence of 1 mm/y is
inferred on the trailing edge of the Yellowstone Hotspot (Reilinger,
1985; Pierce and Morgan, 1992; Pierce, 2003; Saunders et al., 2007).
Pierce and Morgan (1992) compared the typical percent reduction
in glacial length (12–4%) of Rocky Mountain MIS 2 (Pinedale) and
MIS 6 (Bull Lake) glacial advances to the corresponding percent re-
duction of glacier lengths from around the Yellowstone Hotspot. Of
30 glaciers examined on the leading northeast edge of the hotspot,
24 were smaller than the typical ratio of 4%. In 17 valleys the Pinedale
glaciers actually overrode the older Bull Lake moraines. In contrast,
length ratios of glaciers terminating on the trailing southwest edge
of the Yellowstone Hotspot are between 51 and 33% (i.e., LGM mo-
raines are inboard from MIS 6 moraines by several-fold more than
the average assembled from the remainder of the Rocky Mountains).
These different reductions in glacial length likely reflect the effects of
bedrock surface uplift and subsidence on glacier lengths.

The island of Hawaii, which is subsiding at a rate of 2.0±0.5 mm/y
in the Mauna Kea region, represents another example of bedrock ele-
vation change influencing glacier length (Porter, 1979). Porter (1979)
hypothesized that the significant reduction in moraine distance with
age on Muana Kea was associated with its higher elevation in early

Table 1
List of symbols.

Symbol Description and unit of measure

A Flow law parameter [Pa−3 s−1]
Ab Drainage area [m2]
Abmax Maximum drainage area [m2]
b Mean annual surface mass balance [m/y]
bs Summer surface mass balance [m/y]
bw Winter surface mass balance [m/y]
bwmin Minimum winter surface mass balance [m/y]
bwmax Maximum winter surface mass balance [m/y]
csnow Specific heat capacity of snow [J/kg−°C]
cice Specific heat capacity of ice [J/kg−°C]
Co Initial cold content of snowpack [J/m2]
ΔC Change in cold content by melt refreezing [J/m2]
D Snow depth [m]
D* Snow depth scale over which fm declines by factor of e [m]
Δx Horizontal distance increment [m]
Δxterm Change in the position of the terminus [m]
Δzacc Elevation range of accumulation zone [m]
Δze Change in glacier bed elevation due to erosion [m]
ė Glacial erosion rate [m/y]
eff0 Constant for glacial erosion efficiency [ ]
F Flotation fraction [ ]
Fmax Maximum flotation fraction [ ]
fm Positive degree day melt factor [m/PDD]
fmi Melt factor for ice [m/PDD]
fms Melt factor for snow [m/PDD]
g Acceleration due to gravity [m/s2]
H Ice thickness [m]
H* Ice thickness scale [m]
k Bedrock channel erosion coefficient [m/y/m2m]
ks Constant for rock uplift and erosional efficiency [m2m/n]
Lice Latent heat of fusion of ice [J/kg]
N Number of intervals [ ]
m, nc Area and slope exponents in bedrock erosion rule [ ]
n Flow law exponent (taken as 3) [ ]
pH Exponent governing the sensitivity of sliding to ice thickness [ ]
p Exponent in valley distance — area relation [ ]
Pa Period of annual air temperature variation [s]
Pd Period of daily air temperature variation [s]
Q Depth-integrated ice discharge at a given node [m2/y]
Qd Deformational heat production [J/m3/s]
Qd Specific ice discharge due to internal deformation [m2/y]
Qs Specific ice discharge due to basal sliding [m2/y]
R, Rnorm Decrease in glacier length [%]; R normalized [ ]
r Fraction of melt-related heat retained in snowpack [ ]
S Slope of glacier bed [ ]
t Time [s or y]
Tair Calculated air temperature [°C]
Tair Mean annual air temperature [°C]
ΔTair Annual amplitude of the air temperature variation [°C]
ΔTd Daily variation in air temperature [°C]
ti Age of retracted moraine [y]
Tice Vertical steady-state ice temperature [y]
tmax Age of most outboard moraines [y]
tmax_real Glacial erosion timescale [y]
tnorm Time (normalized to 1 Ma) [y]
T ̅ref Mean annual air temperature at a reference elevation [°C]
Ts Air temperature at the glacier surface [°C]
T ̅s Mean annual air temperature [°C]
ΔTsa Annual amplitude of air temperature variation [°C]
ΔTsd Daily amplitude of air temperature variation [°C]
Tsnow Temperature of snow [°C]
Tsnow_ fall Snow temperature at the end of the melt season [°C]
u Horizontal ice velocity [m/y]
us Basal sliding velocity [m/y]
us* Basal sliding velocity scale [m/y]
U Rock uplift rate [m]
w Vertical ice velocity [m/y]
x0 Downglacier distance to the runoff limit [m]
x* Scaled downglacier position of peak flotation [m]
x Horizontal distance, positive in downstream direction [m]
xterm, xterm′ Downstream position of maximum and erosion-modified terminus [m]
xtermi Length of glacier in retracted position [m]
xmax Domain length [m]
z Elevation of initial glacier bed [m]
z′ Elevation of modified glacier bed [m]
zs Elevation of ice surface [m]

Table 1 (continued)

Symbol Description and unit of measure

zwmid Elevation at which snowfall is midway between bwmin and bwmax [m]
zela Equilibrium line altitude (ELA) [m]
zmax Maximum elevation of glacier bed [m]
zref Reference elevation [m]
γsnow Surface mass balance gradient [m/y/m]=[1/y]
Γair Lapse rate in atmosphere [°C/m]
κ Thermal diffusivity of ice [m2/s]
ρice Density of ice [kg/m3]
ρsnow Density of snow [kg/m3]
σ Elevation scale over which snowfall changes [m]
τ Total driving stress [Pa]
τ x̅x′ Depth-averaged longitudinal coupling stress [Pa]
τb Basal shear stress [Pa]
τb* Basal shear stress scale [Pa]
Θ Channel convexity [ ]
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glacial times. Although the long-term pattern of thermal subsidence is
interrupted by summit cone building events, this effect fails to inter-
rupt the pattern of reduced glacier length through time.

Classic examples of preservedmoraine successions can be found at
the base of the Sierra Nevada, California, where Russell (1889),
Johnson (1904), and Blackwelder (1929) were the first to report
three preserved glacial advances (Sherwin, Tahoe, and Tioga, in
order of decreasing age). The two younger advances, Tahoe (MIS 6)
and Tioga (MIS 2), have been interpreted as evidence for a slightly
more intense glacial climate prior to MIS 2, resulting in a terminal po-
sition outboard of the Tiogamoraines (Bierman et al., 1991).While the
relative difference in locations of the Tahoe and Tiogamoraines is only
a few tens of meters, significantly older deposits of glacial till from the
Sherwin glaciation are preserved at distances of about 3–4 km out-
board of the Tahoe/Tioga moraines (Blackwelder, 1931; Sharp, 1972).

Rock Creek, on the east side of the Sierra Nevada (Fig. 3), is one ex-
ample where old till deposits, at distances of many km downvalley of
the LGM and penultimate glacials, have been buried by~770 ky Bish-
op tuff and dated as Sherwin in age (>740 ky) (Sharp, 1968;
Nishiizumi et al., 1989; Crowley et al., 2007; Phillips et al., 2011). If
the downvalley extent of glacial deposits is interpreted as an indicator
of glacial climate intensity, this would suggest that mid-Pleistocene
climatic conditions produced a far stronger glaciation than those of
the MIS 2 (LGM) and MIS 6 penultimate glaciations.

3. Analytical model: inevitable glacier length decline

The long-term reduction of glacier length is inevitable when
(i) the rate of glacial erosion outpaces the rate of rock uplift, and
(ii) regional climatic conditions remain essentially the same from
one glacial maximum to the next. We provide an illustrative example
of this process in Fig. 4, in which rock uplift is negligible and the
surface mass balance profile b(z) is held steady through all glaciations
(i.e., the equilibrium line altitude (ELA) remains constant). In steady
state, the terminus of an alpine glacier is located where ice discharge,

Q(x), the downvalley integral of surface mass balance, ∫
x

0

b xð Þdx,

returns to zero (e.g., Anderson et al., 2006; see also below). If an al-
pine landscape does not change between two successive glacial max-
ima and if the climate, represented by b(z), also remains the same,
alpine glaciers should have the same length at both glacial maxima.
On the other hand, if a glacier significantly erodes its valley footprint,
the longitudinal elevation profile, z(x) – on which the longitudinal
surface mass balance profile, b(x), is dependent – will be altered for
subsequent glaciations, even if b(z) remains the same. The glacier
will occupy a lower elevation and therefore will experience a net de-
crease in accumulation relative to ablation in subsequent glaciations.
The integral of this modified surface mass balance profile, Q(x), will

37
°3

5’
N

37
°3

0’
N

118°49’W 118°45’W 118°41’W 118°39’W

37
°2

5’
N

2 6 8 km40

Sherwin Till 
Tahoe Till 
Tioga Till

Rock Creek
catchment

Owens Gorge

Bl
oo

dy

Can
yon

Fig. 3. Hillshade image showing Rock Creek catchment in the eastern Sierra Nevada and the adjacent Owens River Gorge. The maximum extents of mapped glacial deposits from
three major glaciations are delineated in yellow (Sherwin; 740 ky), purple (Tahoe; 130 ky), and blue (Tioga; 20 ky). The position of the three deposits suggests that the maximum
extent of glaciers decreased by about 6 km from the Sherwin to the Tioga glaciation.
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therefore return to zero at a higher position in the valley in subse-
quent glaciations (Fig. 4).

We expect the strength of this feedback to depend upon the total
erosion that occurs between earliest and latest glacials. A simple illus-
tration of this can be derived by assuming that the spatial pattern of
erosion mimics the spatial pattern of ice discharge (e.g., Anderson et
al., 2006). For a simple case of a linear initial valley profile, a linear de-
pendence of surface mass balance on elevation results in a parabolic
distribution of ice discharge and, hence, erosion (e.g., Fig. 5). When
we recalculate the surface mass balance on the eroded profile, z′(x),
the new glacier terminus (and accompanying moraine) is indeed
closer to the head of the glacier in comparison to the noneroded pro-
file. In Fig. 5 we provide an illustrative example of the fractional re-
duction in glacier length as a function of total erosion (i.e.,
cumulative bed incision) for a prescribed valley slope and surface
mass balance gradient. This example demonstrates that glacier length
can be expected to decrease by several tens of percent for total mean
lowering of the bed of one to several hundred meters.

This expectation can be formalized by comparing the analytical
expressions for terminus extent in two cases: one with no erosion
and the other with uniform erosion. As above, we begin with a linear
initial valley profile with prescribed maximum elevation, zmax, and
slope, S:

z ¼ zmax−Sx: ð3Þ

We impose a simple surface mass balance profile that is linear
with elevation, with a prescribed equilibrium line altitude, zela, and
surface mass balance gradient, γ:

b ¼ γ z−zelað Þ: ð4Þ

At steady state, the ice discharge, Q(x), is the downstream integral
of surface mass balance:

Q ¼ ∫
x

0

b xð Þdx ¼ ∫
x

0

γ zmax−Sxð Þ−zelað Þdx ¼ γ zmax−zelað Þx− Sx2

2
: ð5Þ

We evaluate the terminus position (i.e., glacier length) by finding
the location in the valley at which the ice discharge returns to zero:

xterm ¼ 2 zmax−zelað Þ
S

¼ 2Δzacc
S

ð6Þ

where Δzacc is the elevation range of the accumulation zone. While
glacial erosion typically carves an erosional divot that mimics the spa-
tial pattern of ice discharge, for simplicity we instead assume uniform
erosion: the valley under the glacier uniformly lowers by Δze. The
new valley profile is therefore

z ¼ zmax−Δze−Sx: ð7Þ

Repeating the calculation of the terminus position reveals

x′term ¼ 2 Δzacc−Δzeð Þ
S

: ð8Þ

The expected change of terminus position, xterm–xterm′ , is pro-
portional to the erosion and inversely proportional to the valley
slope:

Δxterm ¼ xterm−x′term ¼ 2Δze
S

: ð9Þ

The fractional change in glacier length is simply

Δxterm
xterm

¼ xterm−x′term
xterm

¼ Δze
Δzacc

: ð10Þ

The ratio of the final to initial glacier lengths may also be calculat-
ed as

R ¼ x′term
xterm

¼ 1− Δze
Δzacc

! "
: ð11Þ
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The fractional glacier length therefore declines linearly as the ratio
of the total erosion (Δze) to the original elevation range of the accu-
mulation zone (Δzacc) increases. This closely approximates the results
of the illustrative example shown in Fig. 5. Together, these results
confirm that erosional lowering of a glacier bed decreases accumula-
tion zone area relative to ablation zone area, which in turn reduces
steady state ice discharge to zero at a position that is farther upvalley
(see Fig. 6A–C). Notably, this analytical framework can also accom-
modate the expected changes in glacier length caused by rock uplift
(Δzeb0) or subsidence (Δze>0).

In Fig. 6 we report the results of a simple numerical experiment
meant to illustrate the erosional feedback. As in the preceding an-
alytic framework, we assert an unchanging climate characterized
by a linear surface mass balance profile b(z). The initial linear val-
ley profile, z(x), is successively eroded by divots that mimic the
spatial pattern of ice discharge Q(x) calculated by integrating the
surface mass balance profile b(x). This alters z(x), and hence b(x),
and the resulting ice discharge pattern Q(x). The terminus position,
located where ice discharge returns to zero, is plotted in Fig. 6D as

the ratio of glacier length to original length (as in Eq. (11)). The
analytic results, assuming uniform erosion, closely approximate the
feedback when the surface mass balance is calculated on more com-
plex eroded topography (as long as the erosion used in the scaling is
taken to be the mean erosion of the bed). The erosional feedback ap-
pears to be potentially significant in that it could account for tens of
percent of change in glacier length with plausible amounts of glacial
erosion of the valley floor.

While convincing, these first-order analyses have been accomplished
bymaking rather limiting simplifications of the glacial–erosional system.
In the following numerical experiments we relax several simplifying
assumptions to simulate the interplay between climate, glacier, and
landscape evolution. We will find that the results of this analytic
treatment are indeed robust.

4. Numerical model: an idealized glacier flowline

In this section we describe the one-dimensional flowline model
employed to examine the relation between glacier length and land-
scape evolution over long timescales. We build upon the models of
MacGregor et al. (2000, 2009), Kessler et al. (2006), Dühnforth and
Anderson (2011), and Colgan et al. (2012). The finite difference
model solves the transient continuity equation for ice, which relates
ice thickness change to surface mass balance and the divergence of
ice discharge, in combination with the empirical relation between
stress and strain rate describing ice rheology. At discrete time
steps, we numerically solve the steady-state heat equation and ex-
plicitly update parameters dependent on ice temperature. Thus,
our model is not fully thermomechanical, as the ice temperature
field is not fully transient. Updating the steady-state ice temperature
field at discrete time steps, however, provides the computational ef-
ficiency required to run multiple 1 My simulations of coupled
glacier-landscape evolution.

4.1. Ice flow

The ice flow model solves the transient 1D depth-integrated con-
tinuity equation for rate of change in ice thickness (∂H/∂t):

∂H
∂t ¼ bs þ bw−

∂Q
∂x ð12Þ

where bs and bw are separately prescribed summer and winter surface
mass balances, and ∂Q/∂x represents the depth-integrated along-flowline
divergence of ice discharge (Hooke, 2005). The along-flowline ice dis-
charge at a given node (Q) is calculated as the sum of ice discharge due
to sliding (usH) and deformation according to

Q ¼ Qside þ Qdef ¼ usH þ 2A
nþ 2

ρiceg
∂zs
∂x

####

####

! "n−1
τHnþ1 ð13Þ

where us is the calculated basal sliding velocity, A is the temperature-
dependent flow law parameter in the empirical relation between stress
and strain rate describing ice rheology (Glen, 1955), n is the flow law ex-
ponent (taken as 3; Glen, 1958), ρice is the density of ice (taken as
917 kg/m3), g is gravitational acceleration (9.81 m/s2), and τ is the total
driving stress.

We calculate total driving stress by including depth-averaged lon-
gitudinal coupling stress (τx̅x′ ) as a perturbation to gravitational driv-
ing stress (e.g., Van der Veen, 1987; Marshall et al., 2005):

τ ¼ −ρicegH
∂zs
∂x þ 2

∂
∂x H!τ ′

xx

$ %
: ð14Þ

Depth-averaged longitudinal coupling stress (τx̅x′ ) is calculated
following the approach outlined by Van der Veen (1987). This formu-
lation derives longitudinal coupling stress by solving a cubic equation
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of reducing glacier length by several tens of percent.
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describing equilibrium forces independently at each node, based on
ice geometry and prescribed basal sliding velocity (us):

0 ¼ !τ ′
xx

3 2
∂zs
∂x

∂H
∂x −∂zs

∂x

! "
þ H

∂2zs
∂x2 −1

2

( )
þ !τ ′

xx
2

τ
2
3
∂H
∂x −3

2
∂zs
∂x

! "& '

þ⋯!τ ′
xx τ2 3

∂zs
∂x

∂H
∂x þ 3

2
H
∂2zs
∂x2 −2

∂zs
∂x

! "2
−1

6

 !( )

þτ3
2
5
∂H
∂x −1

4
∂zs
∂x

! "
þ 1
2A

∂us

∂x : ð15Þ

Application of Eqs. (10)–(13) allows the transient form and flow
(i.e., geometry and velocity) of a glacier to respond to a prescribed
surface mass balance forcing and bedrock topography. These equa-
tions were discretized in space using first-order finite control volume
methods (Δx=250 m). The semidiscrete set of ordinary differential
equations was numerically solved using ode15s, the stiff differential
equation solver in MATLAB R2008b. Depth-averaged longitudinal
coupling stress was explicitly updated every 10 years, while surface
mass balance forcing was updated every 40 years, and ice tempera-
ture was updated every 100 years. These update frequencies repre-
sent the timescales over which each respective variable may be
expected to demonstrate significant changes in response to changing
ice geometry or climate. A tradeoff exists between update frequency
and computational efficiency; increasing update frequency increases
the coupling between various model processes, while decreasing up-
date frequency improves computational efficiency.

4.2. Surface mass balance forcing

We employ a climate algorithm with separate winter and sum-
mer surface mass balance profiles. Our approach closely follows
the method described by Dühnforth and Anderson (2011), and de-
parts from the more complex energy balance algorithms employed,
for example, in Anslow et al. (2008). In the winter profile we cap-
ture a typical net snowfall accumulation pattern; in the summer
profile we capture annually integrated values of both seasonal
and daily fluctuations in meltwater production. The winter profile
is governed by a pattern of snow accumulation that depends
upon elevation, z, such that

bw zð Þ ¼ bwmin þ bwmax−bwminð Þ⁎ tanh z−zwð Þ=σ½ & ð16Þ

where bwmin and bwmax are minimum and maximum snowfall (in
meters of water equivalent), zw is the elevation at which the snow-
fall is precisely halfway between these values, and σ is the eleva-
tion scale governing how rapidly the snowfall changes. This
formulation honors the observation that snowfall generally in-
creases with elevation until reaching an upper limit (or cap) in
many alpine settings. As in MacGregor et al. (2009), we impose
an avalanche rule in which snow is removed from headwall slopes
exceeding a critical slope, Sc, and is redeposited downvalley in a
pattern governed by a decaying exponential with specified length
scale xav.

The summer profile is captured using a positive degree day (PDD)
approach to drive meltwater production. Air temperature at the gla-
cier surface is prescribed as a function of annual and diurnal cycles:

Ts z; tð Þ ¼ !T s zð Þ þ ΔTsa sin 2πt=Pað Þ þ ΔTsd sin 2πt=Pdð Þ ð17Þ

where T̅s is the mean annual air temperature at the surface, taken to
vary with elevation through a prescribed environmental lapse rate,
Γair, and a prescribed mean annual air temperature at a reference ele-
vation:

!T s zð Þ ¼ !T ref þ Γair z−zref
$ %

ð18Þ

and ΔT and P denote the amplitude and period of the oscillations of
annual (subscript a) and diurnal (subscript d) cycles. Annual surface
ablation (or snowmelt) is the product of the time-integral (or discrete
summation) of air temperatures above the melting point and an as-
sumed PDD melt factor, fm (e.g., Braithwaite and Olesen, 1989;
Ohmura, 2001; Hock, 2003):

bs zð Þ ¼ f m∑max 0; Ts zð Þð Þ: ð19Þ

To acknowledge that the PDD melt factor, fm, varies with snow-
pack albedo, we allow fm to vary as a function of snow depth by com-
paring the instantaneous time-integral of snowmelt to total winter
snowfall throughout the melt season. We dictate that fm varies with
snow depth through

f m ¼ f mi− f mi−f msð Þe−D=D' ð20Þ

where D is instantaneous snow depth, fms is the melt factor for snow,
fmi that for ice, and D* is the snow depth scale over which fm declines
by a factor of e. At any elevation z, the summer surface mass balance
then becomes

bs zð Þ ¼
XN

i¼1

f m Dð Þmax Ts ið Þ;0ð ÞΔt ð21Þ

where the time interval, Δt, is a small fraction of a day, N is the num-
ber of such intervals in a year, Ts(i) is the instantaneous air tempera-
ture, and fm(D) is the snow depth-dependent PDD factor. Thus, both
fm and air temperature vary in space and time.

We employ the calculated meltwater production to determine the
temperature of the snowpack remaining at the end of the melt sea-
son, as well as the meltwater runoff that enters the englacial and sub-
glacial systems. The snowpack temperature becomes the top
boundary condition for the ice temperature model. The cold content
of the snowpack is governed by the thickness of the snowpack and
the temperature during snowfall (Pfeffer et al., 1991). We take the
snowfall temperature to be the mean daily temperature in the middle
of the winter (i.e., T̅s–∆Tsa). The cold content of the snowpack in-
creases with increasing elevation both because snow depth increases
with elevation and because the snowfall temperature declines with
elevation.

The cold content of the initial snowpack is taken to be

Co ¼ bwρsnowcsnow −Tsnowfall

$ %
: ð22Þ

Cold content is removed by the release of latent heat by meltwa-
ter. Melt generated at the snow surface wicks downward in the snow-
pack until it encounters subfreezing temperatures, at which point it
refreezes, thereby releasing latent heat (Pfeffer et al., 1991). The
heat generated by refreezing reduces cold content according to

ΔC ¼ bsρsnowLice: ð23Þ

The mean snow temperature at the end of the melt season is cal-
culated from the cold content at the end of the melt season:

Tfall ¼
Co−rΔCð Þ

bρsnowcsnow
ð24Þ

where r is the fraction of melt-related heat retained in the snowpack.
If melt is sufficient to fill the snowpack pores, pores will connect and
allow meltwater to drain from the snowpack above the saturation
limit. If the entire pack is warmed to the melting point, water may
be released into the englacial and subglacial hydrologic systems.
However, as snow is an unsaturated porous substance, it behaves
much like a vadose zone, and will only release water if the degree
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of saturation is above some threshold. We follow the analysis of
Pfeffer et al. (1991), whose research on the Greenland ice sheet
suggests that no runoff occurs if the degree of saturation is less than
a threshold value of about 70–80%. If a sufficient fraction of the
pores in the snow are not filled, they will fail to connect and hence
vertical drainage is prevented. We take the retention fraction to be
1.0 (100%) if this condition is not met and 0.7 for all cases in which
they connect.

In Fig. 7 we illustrate the resulting winter, summer, and net annual
surface mass balance profiles imposed on a synthetic glacier geome-
try. The ELA in this instance is 3620 m. The snowpack is isothermal
below elevations of 4100 m, but the melt is insufficient to fill the
pores to the point of drainage above elevations of 3790 m. The
expected runoff, which increases monotonically downglacier below
this elevation, contributes to subglacial hydrologic processes and
feeds river discharge at the terminus.

4.3. Ice temperature field

As significant erosion only occurs beneath warm-based glaciers,
and as the flow law parameter (A) is highly dependent on ice temper-
ature (e.g., Hooke, 2005), it is important to model the thermal state of
the glacier. We calculate the steady-state vertical profile of ice tem-
perature (Ti) at each node along the flowline using a 2D (cross-
sectional) heat equation that captures heat diffusion, advection and
production:

−κ
∂2Tice

∂z2 þ u
∂Tice

∂x þw
∂Tice

∂z ¼ Qd

ρicecice
ð25Þ

where κ is the thermal diffusivity of ice, u and w are ice velocities in
the x and z directions, Qd is deformational (strain) heating, and cice
is the specific heat capacity of ice (Hooke, 2005). We approximate u
with the depth-averaged horizontal velocity from the ice flow
model, while we use a linear approximation of w from w=0 m/y at
the bed to vertical velocity equivalent to the negative of surface
mass balance at the ice surface.

The above heat equation is solved column by column along the
flowline, beginning at the glacier head where horizontal velocities
are assumed to be negligible (i.e., u≈0 m/y). This column-by-
column solution is facilitated by ignoring horizontal diffusion (i.e.,
∂2 T/∂x2=0), which is typically small compared to horizontal advec-
tion. In the accumulation zone, where vertical velocities are down-
ward, calculated ice temperatures that exceed the pressure-
melting-point (PMP) are assigned as the PMP, on the assumption
that any excess heat is used to melt ice (Funk et al., 1994). In the ab-
lation zone, where vertical velocities are upward, when calculated ice
temperatures exceed the PMP the vertical position of the
cold-temperate transition surface (CTS) is found through iteration.
The iterative solution for the CTS location, above which ice tempera-
ture is below the PMP and below which ice is at the pressure-
melting-point, satisfies the Clausius–Clapeyron gradient and the up-
ward advection of latent energy by ice with an assumed bulk porosity
of 0.01 (Funk et al., 1994).

As most deformation occurs in the bottom 10% of the ice column
(Hooke, 2005), we use the calculated ice temperature at 90% depth
to update the temperature-dependent flow law parameter in the ice
flow model every 100 years.

Numerical solution of the heat equation requires prescribed sur-
face and basal boundary conditions. For the surface boundary condi-
tion, we use the mean annual surface ice temperature (Ts) generated
by the surface mass balance model (described above). This surface
boundary condition, which fluctuates through time in response to pe-
riodic forcing of air temperature and accumulation rate, is constrained
to remain at or below 0 °C at all times and locations on the glacier. For
the basal boundary condition, we prescribe a typical geothermal heat
flux of 1 HFU (41 mW/m2).

4.4. Basal sliding rule

The basal sliding velocity of a glacier is dependent upon the driv-
ing stress and the state of the hydrologic system. We do not attempt
to model the instantaneous hydrologic system of a glacier over 1 Ma.
Instead, we parameterize sliding velocity as a function of a mean an-
nual flotation fraction (Pw/Pi)

us ¼ us'F τb=τb'ð Þ H=H'ð ÞpH ð26Þ

where F is the flotation fraction, and us*, H* and τb* are characteristic
sliding speed, glacier thickness, and basal shear stress scales that
allow us to tune the basal sliding speed to known values from gla-
ciers of known thickness and speed. The power to which the ice
thickness is raised, pH, governs the sensitivity of sliding to ice thick-
ness. The spatial distribution of the mean annual flotation fraction
strongly governs the predicted spatial pattern of sliding. We param-
eterize the mean spatial pattern of flotation fraction over an annual
cycle. At locations above the runoff line, no water is added to the
subglacial system from the surface of the glacier (and we assume
that the water contributed by off-glacier supraglacial snowmelt,
such as that derived from the headwall, is negligible). We attempt
to honor the reality of the evolving hydrologic drainage system, as
shown in field studies (e.g., Anderson et al., 2004; Bartholomaus et
al., 2007; MacGregor et al., 2009) and as captured in modeling stud-
ies (e.g., Kessler and Anderson, 2004; Colgan et al., 2011), with a sim-
ple parameterization. Near the terminus, at relatively low elevations,
we assume that the existence of an efficient subglacial conduit sys-
tem prevents the development of high basal water pressures and flo-
tation fraction year-round. Near the headwall, at relatively high
elevations, we assume negligible runoff from the upper accumulation
zone is available to pressurize the subglacial system year-round. Be-
tween these locations, we assume that meltwater production de-
livers sufficient water to the bed to pressurize the subglacial
system and that the absence of efficient conduits for the majority
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of the year results in a higher flotation fraction in the middle reach
of the glacier. We attempt to capture this mean annual spatial pat-
tern in flotation fraction using a prescribed function of distance
downglacier

F ¼ Fmax x−x0ð Þe− x−x0ð Þ=x' ð27Þ

where Fmax is the maximum flotation fraction, x0 is downglacier dis-
tance to the runoff limit (equal to zero when the entire accumulation
area generates runoff), and x* scales the location of the peak flotation
(Fig. 8). We have explored other functions, for example a Gaussian
distribution centered on the ELA, and find little difference in the
final results.

4.5. Erosion rule

We parameterize glacial erosion rate as

_e ¼ ef f 0 ⁎ f sliding…ð Þ ð27Þ

where f(sliding….) is a function of sliding speed, with units of sliding
speed, and eff0 is the vertical erosion rate per unit of sliding speed
(and is therefore dimensionless). For example, Humphrey and
Raymond (1994) found that eff0=10−4 for the very erodible rock be-
neath Alaska's Variegated Glacier. While the functional form to be
used in this equation is much discussed (e.g., MacGregor et al.,
2009), we employ the simplest version in which f(sliding…) is simply
the sliding speed itself, us.

4.6. Initial conditions

We employ a generic fluvial valley profile as our initial condition.
While loosely based upon western North American alpine ranges, this
profile can be shifted in elevation and adjusted in length and relief to
capture the essence of fluvial valleys in any mountain range. The pro-
file is derived to honor the essence of fluvial profiles in bedrock chan-
nels, which should exist prior to the initiation of a glaciation. A
common formulation for the evolution of bedrock river channel
elevation is

dz
dt

¼ U−kAm
b S

nc ð28Þ

where U is rock uplift rate, Ab is drainage area, S is local channel slope,
and k is a local channel erosion efficiency (e.g., Whipple, 2004).We as-
sume that prior to glaciation the profile had achieved a steady-state

shape in which uplift of rock is balanced by erosion. In steady-state,
therefore,

U ¼ kAm
b S

nc : ð29Þ

This results in an analytic solution for the channel slope,

S ¼ U
k

! "1=nc
A− m=ncð Þ
b ¼ U

k

! "1=nc
A−θ
b ð30Þ

where 1/nc is the channel steepness and θ is the channel convexity.
The slope of the channel decreases as the drainage area increases
downstream. This may be written equivalently as

S ¼ ksA
−θ
b ð31Þ

in which ks combines the generally poorly known constants of rock
uplift rate, U, and erosional efficiency, k (e.g., DiBiase et al., 2010).
Once the distribution of drainage area with distance downstream,
Ab(x), is known, we may integrate either form of the equation of
slope to derive the channel profile. In other words,

z ¼ zmax−∫
x

0

S xð Þdx ð32Þ

where the variation in S is entirely governed by the spatial variation
in drainage area, Ab. We assume that the drainage area is related
through a power law of distance, or

Ab ¼ Abmax
x

xmax

! "p
ð33Þ

and that the existence of a channel requires a critical initial area, Amin.
A channel profile z(x) may be generated by specifying the total valley
profile length, xmax, the drainage area, Amax, at that location, the eleva-
tions zmax at the top of the channel (at x=0) and zmin base of the
channel (at x=xmax), and the parameters of the channel morphology
rule, k, m, nc, and U (or equivalently ks and θ). We sweep through a
range of values for k (or ks) until we obtain a profile that closely re-
sembles the modern profile of Rock Creek, California, for which the el-
evation and drainage area are known (Fig. 9). The generic profile we
impose as our initial condition is based upon a parameter suite that is
similar to that of Rock Creek: an elevation range (i.e., zmax–zmin) of
2500 m, a total channel length of 40 km, and a maximum drainage
area of 100 km2. The values of ks and θ are derived from the profile
in Fig. 9 that best fits the portion of the profile outside of the glacial
limit.

4.7. Climate history

We drive our glacial model with a climate history in which we
prescribe sinusoidal oscillations in climate. As suggested by
Anderson et al. (2006), the marine isotope record indicates that Qua-
ternary climates have been roughly normally distributed: climate is
much more likely to have been near the mean Quaternary climate
than at either extreme, as pointed out by Porter (1989; Fig. 1). The
history of insolation, calculated for 65°N, over the same period also
shows a strong preference for the center of its range (Fig. 1B). This
feature is not well captured by a single sinusoid, which displays max-
imum likelihood at the edges of its range. Thus, we use the sum of two
sinusoids with different periods to mimic Quaternary climate. When
the shorter period sinusoid has approximately half the amplitude of
the longer period sinusoid, the highest likelihood climate is indeed
identical to the mean of the long period oscillation. We employ time
series of climate parameters (i.e., snowfall and air temperature) that
display this double sine history, with a ratio of periods of 0.4 (to
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mimic 40 and 100 ky Milankovitch cycles) and an amplitude ratio of
0.75. This ratio of amplitudes is chosen so that the double sine forcing
generates a climate history with a strong central peak in likelihood at
the mean climate (Fig. 1C).

4.8. Nondimensional erosion-climate scaling

Glacial valleys have evolved over numerous glacial and intergla-
cial cycles during the Plio-Pleistocene. Prior to the mid-Pleistocene
transition (MPT), the dominant climate cycle was 40 ky. Since the
MPT, the dominant climate cycle has been 100 ky (e.g., as document-
ed in Lisiecki and Raymo, 2005). As numerical simulations of 100 ky
climate cycles are computationally costly – and hence limit our ability
to explore the sensitivities of parameter, initial condition and forcing
choices — we nondimensionally scale glacier erosion and climate
forcing to accelerate the glacial–interglacial cycle. This allows more
glaciations to be simulated during a given duration of model time,
in comparison to nonscaled simulations. This is similar to the ap-
proach of increasing effective time-step (i.e., ratio between real and
model time) by nondimensionally scaling ice viscosity in force bal-
ance equations (e.g., Bahr and Rundle, 1995). Rather than scaling ice
flow, however, we scale climate forcing and landscape response.

In all simulations, we wish to mimic the total valley profile modi-
fication that occurs over 1 My. If we execute simulations with 1
model year equal to 1 actual year, we do not need to alter the param-
eterized erosion rate. If, however, we wish to simulate twice as many
glacier — interglacial cycles during an equivalent simulation duration
(i.e., enhance effective time-step by two-fold), we should enhance
erosion rate by two-fold to generate the corresponding amount of
erosion. Thus, assuming that changes in glacier form and flow occur
on a far shorter timescale than changes in climate forcing or bed to-
pography (i.e., changes in bed topography or climate are negligible
between time steps of the ice flow model), we may explore enhanced
computational efficiency by scaling erosion rate and climate forcing
period by compensating amounts (i.e., doubling the erosion rate and
halving the climate period). To accomplish this, we alter the constant
governing efficiency of glacial erosion, eff0.

In reality, an erosion efficiency, eff0_real, and a timescale, tmax_real,
exists over which glacial erosion has shaped a valley profile. We as-
sess whether scaled simulations, in which we reduce the period of cli-
mate oscillations and increase erosion efficiency by a corresponding
factor, can produce the same final topography and terminus history

as non-scaled simulations. Given a simulation length, tmax, the erosion
efficiency can be non-dimensionally scaled by

ef f 0 ¼ ef f 0U real
tmaxUreal

tmax

( )
: ð34Þ

In several simulations, with various erosion rate — climate oscilla-
tion scaling, we impose the same history of climate oscillations, but
with different periodicity scaling factors (Fig. 10). For the major
period, P1, we impose P1= tmax/10. In a non-scaled run, in which
tmax= tmax_real=1 My, this major period generates 100-ky cycles to
match the eccentricity period. The minor period honors the 4:10
ratio of the 40 ky and 100 ky Milankovitch cycles (i.e., P2=0.4P1).

The resulting glacier length histories are shown in Fig. 10 for sev-
eral choices of simulation length (tmax): 5, 10, 20, 50, and 100 ky.
With tmax_real equal to 1 My, these runs correspond to
non-dimensional scaling factors (i.e., tmax / tmax_real) of 0.005, 0.01,
0.02, 0.05, and 0.1, respectively. In all runs, we employed eff0=
2×10−5. In all scaling sensitivity simulations, the histories of climate
forcing (air temperature in red, snowfall in blue) perfectly coincide
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when plotted against normalized simulation time. Whereas the
100 ky and 50 ky simulations result in identical terminus histories
(the 100 ky model time=1 My actual time simulation lies directly
atop the 50 ky model time simulation), the simulations with shorter
duration differ significantly in the amplitude of terminus history.
The runs with greater erosion rate — climate forcing scaling also re-
sult in different final glacial valley profiles, examples of which are
shown in Fig. 11.

We interpret the variation of these sensitivity simulations to re-
flect variations between the timescales of climate forcing and glacier
response time. The shortest of the climate oscillations are 0.4*0.1*tmax

or 4% of tmax. For a 10 ky simulation, this is 400 years; while for a
100 ky simulation, this is 4000 years. The response time of glaciers
to transient climate can be estimated as the glacier thickness at the
ELA divided by the mean negative surface mass balance in the abla-
tion zone (e.g., Jóhannesson et al., 1989). In these simulations, the
maximum glacier thickness is ~300 m, and the mean surface ablation
rates are ~1 m/y, resulting in expected response times of ~300 years.
The effect of this response time is demonstrated by the shortest dura-
tion simulations in Fig. 11: the lag between the climate forcing and
glacier length becomes evident, and the amplitude of glacier length
periodicity is reduced because the climate changes before the glacier
reaches dynamic equilibrium. As with the terminus histories, the final
bed profiles are virtually indistinguishable for 100 and 50 ky runs,
whereas shorter simulations result in different shapes reflecting ter-
minus swings of different amplitude. Thus, the assumption that
changes in glacier form and flow occur on a far shorter timescale
than changes in climate forcing is invalid for simulations where
1 My of actual time is simulated in b50 ky of model time.

These sensitivity simulations justify the scaling of erosion rate and
climate oscillations by an order of magnitude (i.e., 1 My actual time
can be simulated in 100 ky of model time) for alpine glaciers with re-
sponse times of a few hundred years. This honors the separation of
timescales between climate forcing and glacier response to transient
climate (i.e., tclimate≫tresponse, where tclimate is the shortest climate
swing and tresponse is a few hundred years). Thus, we employ tmax=
100 ky in our non-dimensionally scaled 1 My simulations of glacier —
landscape evolution. These simulations can be accomplished in ~1600
processor seconds (as opposed to 16,000 processor seconds for
non-scaled simulations).

5. Results

5.1. Role of surface mass balance and temperature

In Fig. 12 we present our reference simulation. In this simulation,
bothwinter and summer surfacemass balancesmodulate glacier length.
No rock uplift is imposed. The glacier length indeed declines as a function
of cumulative glacier erosion; the difference between early and late gla-
ciation glacier lengths is about 3.5 km, or 18% of the maximum length
achieved at 13 ky into the simulation. As shown in Fig. 12B, the analytic
solution appears to capture the essence of the erosional feedback. The re-
duction in glacier length is indeed proportional to the cumulative ero-
sion; the fractional change in glacier length scales with the fraction of
the accumulation area elevation range that has been eroded.

In simulations reported in Figs. 13 through 17, we show that the
results depicted in the reference simulation are insensitive to climate
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driver. In Figs. 13–15 the driver is air temperature, so that variability
in melt rate dominates variability in glacier length. In this scenario,
the air temperatures are low enough during glacials that portions of
the basal ice become cold-based, making the glacier polythermal.
Basal sliding is disallowed in these portions of the glacier; basal ice
temperatures are well below the PMP, as depicted in Fig. 14 at 2 ky
into the simulation. In addition, summer surface meltwater produc-
tion is insufficient to erase the cold content of the snowpack in the
upper accumulation area, and less meltwater is available to promote
sliding. Both of these effects diminish the amount of basal sliding
and hence erosion.

In Figs. 16 and 17 we present the opposite case, in which variation
in winter balance (i.e., snowfall) is the dominant climate driver. In
this scenario, the basal ice temperatures are never cold enough to cur-
tail sliding, and erosion is therefore greater. Despite the higher mean
ELA in this bw-dominated case (3580 vs. 3440 m), the glacier has
eroded more deeply in the same period of time than has the glacier
in the air temperature-driven case.

In either case, we see that the strength of the erosional feedback in
promoting reduction in glacier length can be explained by the total
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amount of erosion. Glacier length declines roughly linearly with the
amount of erosion. If anything, the reduction in glacier length is
slightly higher than anticipated using the analytic solution; the ana-
lytic solution provides a conservative estimate of the expected reduc-
tion in glacier length.

5.2. Role of rock uplift or subsidence

The motion of the rock mass upon which the glaciers are eroding
their valleys can either enhance or defeat the glacier erosion–glacier
length feedback. As discussed in the introduction, rock uplift can

potentially counter the effect of erosion entirely (e.g., the leading
edge of the Yellowstone Hotspot), while subsidence can lead to en-
hanced reduction in glacial length through time (e.g., Mauna Kea, Ha-
waii). In Fig. 18A we show a case in which rock uplift is allowed to
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Fig. 18. Influence of prescribed rock uplift rate on glacier length. Insets mirror Figs. 15A
and 17A, depicting time series of meteorological forcing, and terminus position (black
bold). (A) No prescribed rock uplift or subsidence. Glacier length declines by ~15%
over the course of the simulation (dotted line in inset). (B) Moderate rock uplift=
0.1 mm/y. The erosional feedback is countered, and the glacier extends slightly farther
downvalley in each successive glaciation. (C) Significant rock uplift=0.3 mm/y. Older
moraines are over-ridden by younger moraines. (D) Subsidence of 0.25 mm/y is suffi-
cient to enhance significantly the erosional feedback, leading to a wide span of moraine
lengths and high likelihood of preservation of all moraines in a glacial sequence.
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result only from isostatic response to the erosion of the valley. As this
is minor, the erosional feedback results in roughly a 10% reduction in
glacier length, as in our prior simulations. However, if the rock mass is
allowed to rise as a block (i.e., in excess of isostatic response; Fig. 18B,
C), the erosional feedback is defeated. In case B, the prescribed rock
uplift of 0.1 mm/y nearly balances the erosion, and at all glacial max-
ima the glacier achieves roughly the same length. This could lead to
the stacking of moraines into a moraine complex. In case C, the pre-
scribed rock uplift of 0.3 mm/y is sufficient to counteract the erosion
feedback altogether, leading to a trend of greatly increasing moraine
distances through time. In this instance, no older moraines would
be found, and LGM moraines could in fact override MIS 6 moraines,
as observed around the Yellowstone Hotspot (Pierce and Morgan,
1992).

If, on the other hand, rock subsidence occurs instead of uplift
(Fig. 18D), the sequence of glacier lengths declines more rapidly
than in the no-uplift case. In this simulation, the subsidence rate im-
posed is 0.25 mm/y. At special sites where persistent local subsidence
has occurred over the Quaternary, ancient moraines will be truly
far-flung, and the sequence will likely be more complete than in loca-
tions without subsidence. This supports Porter's (1979) explanation
of the Hawaiian Muana Kea moraine set and Pierce and Morgan's
(1992) explanation of moraines on the trailing edge of the Yellow-
stone Hotspot.

6. Discussion

Our numerical investigations demonstrate that glacial erosion
and/or rock uplift/ subsidence are major controls on the preservation
of moraine successions. In contrast to studies that emphasize the role
of glaciers as filters of short-term stochastic climate variation (Roe
and O'Neal, 2009; Roe, 2011) or that address the number of preserved
moraines to be expected over the Plio-Pleistocene (Gibbons et al.,
1984), we show that over long timescales glacial erosion crucially
controls the history of valley glacier lengths. Our results demonstrate
that the erosional feedback scales linearly with the depth of glacial
erosion. As implemented, the feedback is insensitive to the details of
the prescribed surface mass balance and to the imposed erosion
rule. Thus, as a glacial valley erodes downward, subsequent glacial
maximum surface elevations are lowered: accumulation is reduced
and ablation is increased. This reduction in ice surface elevation
through time progressively reduces the health of younger glaciers.

We addressed the role of vertical glacial erosion on Plio-
Pleistocene glacial length evolution. Other effects, however, may
play important roles. We did not address valley widening or valley
headwall retreat (e.g., Brocklehurst and Whipple, 2002; MacGregor
et al., 2009). We also ignored any lithologic influence on erosion that
could lead to spatial variation in vertical erosion. Our results are there-
fore only strictly valid for glacial valleys with uniform erodibility. Ex-
ploration of the sign and magnitude of these effects (i.e., geometry
and lithology of a glacier valley) are future modeling targets. Regional
climate can also vary out of phase with themarine isotope record; any
long-term drift in climate associated with changes in atmospheric cir-
culation could alter the pattern of moraine positions expected solely
from Plio-Pleistocene vertical erosion (e.g., Krinner et al., 2011).

The magnitude of the erosional feedback we illustrate is sufficient
to explain the observed reduction in glacier length from the maxi-
mum glacier extent, at least in those sites in which the reduction is
of the order of several tens of percent (see Fig. 2B), without appealing
to a drift in the intensity and variability of glacial climates through the
Quaternary. Given that the million-year drift in climate (e.g., Fig. 1A)
has been toward more, rather than less, intense glacials, preservation
of ancient moraines in fact requires that some effect counters this cli-
mate drift, as pointed out by Kaplan et al. (2009). The erosional feed-
back described above supports this notion. For those sites in which
the reduction in glacier length is greater, one may need to appeal to

other processes, such as drift in regional climate or blockage of mois-
ture sources, that work in concert with the erosional feedback to re-
duce glacier health.

The robust nature of the analysis makes it tempting to invert the
landscape evolution problem. For example, can we answer the ques-
tion: howmuch erosion must have occurred in a glacial valley to pro-
duce an observed reduction in moraine length? We expect that such
an analysis is best suited for cases in which non-erosional effects
can be excluded and moraines of known and significantly different
age were employed. Any such analysis, however, would be subject
to error associated with discrepancies between real and prescribed
climates, including accurate reproduction of local climate variability
between glaciations. Precise, site-specific climate histories over the
Plio-Pleistocene remain elusive. However, the recent development
of transient GCMs and improved downscaling techniques may help
constrain local climate conditions over glacial — interglacial cycles
(Liu et al., 2009).

Any significant motion of a mountain range will alter the climate
experienced by the landscape carved into it. Erosion induces an inev-
itable isostatic response to the unloading that raises both the valley
floor and the ridges and peaks above it. Our work echoes the analysis
in Small and Anderson (1998), who demonstrated that the effect is
relatively minor in the case of alpine valleys. Isostatic rock uplift, on
the order of a few meters over 1 My, is illustrated by differences be-
tween initial and final bedrock profiles outboard of the glacial extents
in simulations in which tectonically induced rock uplift is negligible
(e.g., Figs. 13, 16 and 18A). Given the reasonable effective elastic
thickness of several tens of kilometers (in our models, 25 km), the
isostatic response to the erosion of a few hundred meters in a valley
20 km long and spaced by several kilometers from any adjacent val-
ley will be spread over several hundred kilometers. The isostatic re-
sponse is small locally because the flexural wavelength is long
relative to glacial valleys and because glaciers occupy only a fraction
of the mountain landscape.

Our modeling suggests that while the erosional feedback on gla-
cier length depends upon the mean erosion of the valley, the type of
climatic driver strongly influences the magnitude and pattern of gla-
cial erosion. Regions in which glacial histories are primarily governed
by variations in the amount of snowfall (winter balance driven) gen-
erally experience higher glacial erosion rates compared to a region in
which glacier histories are primarily governed by air temperature (cf.
Figs. 13 and 16). This reflects the evolution of the thermal state at the
glacier bed: in winter balance-dominated glaciers, the bed remains at
the PMP and sliding is allowed in the accumulation zone; in air
temperature-dominated glaciers, the bed at high elevations in the ac-
cumulation zone can remain below the PMP and is hence frozen to
the bed, which in turn prevents sliding-induced erosion. These results
suggest that the magnitude of glacier erosion may be smaller in ther-
mally modulated cases. Detailed inspection of the initial and final
profiles in these cases (Figs. 13 and 16) reveals the contrast in ero-
sional response: 150 m of erosion occurs at 3700 m elevation in the
bw-dominated case, while erosion is negligible at this elevation in
the thermally modulated case. Large portions of glacial valleys and
their associated headwalls can thereby escape erosion under thermal-
ly modulated conditions. The logical extrapolation of this effect in tec-
tonically active ranges would be the generation of very high,
untouchable portions of the landscape that have escaped the ‘glacial
buzzsaw’, as discussed in Ward et al. (2012). While we acknowledge
that cases in which mountain peaks protude exceptionally high above
the ELA are rare, our results show that the thermal state of a glacier
can potentially exert considerable control on the magnitude and spa-
tial pattern of long-term glacial erosion in alpine valleys. Therefore,
when assessing the combined influences of glacial erosion, lithology,
and rock uplift/subsidence in landscape evolution, it is important to
consider whether a mountain range exists in a location where glaciers
are modulated by winter balance or summer balance.
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7. Conclusions

Far-flung moraines are quite common. In many cases the older
moraines are many kilometers beyond the LGM moraines. On the
other hand, inspection of the global marine isotope record, taken as
a proxy for variations in the magnitude of global ice volume over
the last five million years, suggests that the LGM was comparable to
the largest ice volume (and hence extent) over this period. Reconcil-
iation of these observations requires a mechanism that can produce
long-term drift toward smaller glacier lengths, despite the roughly
equal magnitudes of glacial climates.

We explored onemechanism that appears to be capable of quantita-
tively explaining the long-term drift in the glacial response of a land-
scape to the Quaternary climate swings. Our analytical results and
numericalmodels show that far-flungmoraines are an inevitable conse-
quence of glacial erosion at all sites where erosion outpaces rock uplift.
The simple analytical treatment suggests that the reduction in glacier
length, when normalized by themaximumglacier extent, should reflect
the cumulative erosion when scaled against the elevation range of the
accumulation area. Due to this downward migration of the bed profile,
in subsequent glaciations, a given alpine glacier will experience a lower
mean elevation and, therefore, a smaller accumulation area.

The numerical modeling experiments bear this out. The results are
robust against the details of the glacier model and the climate forcing.
Air temperature (modulating summer balance) and snowfall (modu-
lating winter balance) driven glaciers produce sets of moraines that
decline in length. In all cases, the reduction in glacier length is well
predicted by the mean erosion of the bed. The insensitivity to climate
forcing and to the details of glacier hydrology, sliding, and erosion
processes implies that the mean lowering of the bed profile is the
dominant control of glacier erosion-length feedback.

The details matter, however, in governing the detailed geometry
of the resulting glacially modified valley. The thermal component of
the numerical model has allowed us to illustrate how the high eleva-
tions of a glacial valley can become immune to erosion and thereby
escape the glacial buzz-saw. When coupled with strong rock that is
both difficult to erode and can maintain tall walls, this effect may pro-
mote the evolution of very high mountains (Ward et al., 2012).

This glacier erosion‐length feedback can be countered by surface
uplift. In places where surface uplift exceeds the mean rate of ero-
sional lowering, such as the leading edge of Yellowstone Hotspot, gla-
cier lengths at glacial maxima should increase over time and
eliminate old moraines. On the other hand, glacial valleys experienc-
ing rock subsidence, such as the trailing edge of Yellowstone Hotspot,
or in Hawaii, should experience faster rates of decline in glacier
length, resulting in preservation of a larger number of moraines.
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