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Passive microwave (PM) remote sensing measurements are routinely utilized to estimate snow depth and water
equivalent (SWE). Both vegetation and physical snowpack variables including snowpack grain size, snow depth,
and stratigraphy influence the observed brightness temperature. The natural heterogeneity of snowpack and
vegetation states within the microwave footprint occurs at spatial scales shorter than PM observation scales.
In this study, we analyze the relationship between PM brightness temperature measurements and the heteroge-
neity of snowpack and vegetation. Specifically, we explore the question of whether PM observations are sensitive
to changes in snow depth even given sub-pixel variability in snow and vegetation. To examine this question,
densely sampled, spatially distributed in situ snow properties from multiple study areas made during the
NASA Cold Land Processes Experiment (CLPX) are employed in a forward modeling scheme to study the effect
of highly variable snow and vegetation properties on the observed PM measurement.
In all test cases, this study finds that there exists sensitivity of microwave brightness temperature (T},) to total
snow depth contained within the measurement footprint, regardless of the heterogeneous nature of snow
pack properties. Across three study areas, T, decreases by 23-35 K as depth increased up to the signal satu-
ration depth, which ranged from 70 to 120 cm. With regard to vegetation sensitivity, forest fractions (F) as
little as 0.2 can modify the PM measurement by up to 10 K, and F greater than 0.6 mask virtually all of the
microwave signal attributable to snow. Finally, with respect to the measurement scale, our results indicate
that the scale at which the PM measurement is made does not affect the sensitivity of the T, to mean snow
depth, to the scale (1 km) examined herein.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

spatially distributed manner, with minimal in situ labor efforts. Vis-
ible and near infrared remotely sensed measurements provide infor-

Many areas of the world depend on snow and snowmelt for the
majority of their water needs (Barnett et al., 2005). Snow and melt
runoff is used for crop irrigation, industrial and manufacturing pro-
cesses, municipal water supply, and recreational purposes. Further-
more, ecosystem function and the cycling of terrestrial carbon are
strongly dependent on the timing and magnitude of snowmelt
(Trujillo et al., 2012). As a result, there is demand for methods to
quantify the amount of snow contained within a geographic area,
in an effort to understand ecosystem function and to provide infor-
mation to resource planners who are tasked with assessing and
budgeting future water needs for different interests (World Water
Assessment Program, 2002). Remote sensing provides a means by
which these planning requirements can be met in a temporal and
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mation about the presence or absence of snow cover (e.g., Painter et
al., 2009), but give no indication on the total amount of snow mass
and require cloud-free conditions. However, passive microwave
measurements in the K and Ka-band portion of the electromagnetic
spectrum (19-37 GHz) have sufficiently long wavelengths such
that the snowpack is a semi transparent medium, and the magnitude
of attenuation by the snowpack is an indication of the total mass of
snow covering the ground (Chang et al., 1982). When snow covers
the ground, upwelling microwave radiation transmitting through
the snow thickness is absorbed and scattered by snow grain crystals
(Boyarskii & Tikhonov, 2000). This snow grain scattering is the prin-
cipal means by which the measured radiation decreases. Increasing
snow depth increases the numbers of snow grains and thus increases
scattering, resulting in decreasing Tp; increasing grain size also re-
sults in decreasing T, (Armstrong et al., 1993). This inverse relation-
ship between snow depth and T, has been the basis of SWE retrieval
from PM measurements (e.g. Chang et al., 1987; Vuyovich & Jacobs,
2011), and is implemented in the existing Advanced Scanning
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Microwave Radiometer (AMSR-E) snow depth/SWE retrieval algo-
rithms using PM remote sensing (Armstrong et al., 2005; Chang et
al., 1982; Kelly, 2009).

There is a vast amount of existing literature that has employed in-
verse relationships to characterize SWE as a function of observed T,
(e.g., Chang et al,, 1987; Foster et al., 1997; Kelly, 2009; Kelly et al,
2003). Development of more sophisticated algorithms to calculate
SWE from observed T, (e.g., Takala et al., 2011) has been motivated in
part by studies showing that inversion algorithms relating observed
PM measurements directly to SWE as described above are often subject
to significant uncertainty in areas characterized by complex terrain
and heterogeneous snow stratigraphy (Tedesco & Narvekar, 2010).
This is due to multiple effects including the physical nature of the
propagation of microwaves through snowpack, the effect of vertical
snowpack grain size variability (Durand et al., 2011), as well as the
horizontal sub-pixel heterogeneity of snow properties that is often
prevalent within the typical PM footprint.

The impact of the heterogeneous nature of snow properties within
microwave footprints (combined with the non-linear processes where-
by microwaves propagate through the snowpack) is one of the most im-
portant outstanding issues in microwave remote sensing of snow,
especially in complex terrain. Snow properties vary significantly at the
scale of meters in complex terrain, but satellite based microwave mea-
surements have footprints on the order of tens of kilometers (Li et al.,
2012). The difference in scale between snowpack physical processes
and microwave remote sensing has important, but largely unquantified
effects on the passive microwave observation of snow. Understanding
the effect of subpixel heterogeneity on the PM measurement in a scaling
context is fundamental to improving SWE retrievals, as has been ad-
vocated in previous studies (Derksen et al., 2005; Tedesco et al.,
2005; Tedesco et al., 2006). A recent study by Davenport et al.
(2012) examined the effect of spatial variability in snow properties
for spatial scales larger than 5 km using a single-layer radiative
transfer model and a probabilistic model of snowpack variability.
At scales of less than 1 km, snowpack spatial variability is controlled
by factors such as terrain, wind, and vegetation (e.g. Molotch & Bales,
2005); at scales from 1 km to 5 km it is more controlled by orograph-
ic effects. Herein, we extend the work of Davenport et al. (2012) to
focus on variability at scales less than 1 km, using a multi-layer radi-
ative transfer model and explicit representation of snowpack
properties.

Our goal is to better understand the relationship of the coarse spatial
resolution microwave measurements to the primary quantity of inter-
est, depth, given spatial variability of depth, vertical and horizontal var-
iations in snowpack stratigraphy and grain size, and the presence of
vegetation. Using a physically based radiative transfer model with in-
puts derived from measured in situ snow properties, we simulate spa-
tially continuous T, to answer the following specific research questions:

1. Are coarse spatial resolution passive microwave measurements sen-
sitive to mean snow depth in heterogeneous environments, given
the spatial heterogeneity of snow depth and other snow properties?

2. What are the effects of vegetation on microwave sensitivity to snow
depth in the context of snow and vegetation spatial heterogeneity?

3. Does the sensitivity of T, to snow depth change as a function of the
scale of the T, measurement?

The NASA Cold Lands Processes Experiment (CLPX) dataset facili-
tates this analysis by providing snow depth and snow pit measure-
ments in intensive study areas throughout Colorado, USA in 2002
and 2003 (described in Section 2). We model the soil, snow, and veg-
etation microwave radiative transfer with existing forward models
(Section 3), and then analyze the effect of spatial variability on the
sensitivity of passive microwave measurements to snow water equiv-
alent (Section 4). We discuss the results of our modeling efforts in
Section 5. Additionally, in order to ensure the fidelity of our synthetic
T, simulations, we compare them to measured airborne Tj,. We present

conclusions in Section 6, and explore future opportunities related to
studies of this nature.

2. Study area and data

The NASA CLPX was a multi-sensor, multi-scale field campaign
conducted in parts of Colorado in 2002-2003 designed to extend
knowledge of local-scale processes to regional and global scales
(Cline et al., 2002). One important aspect of this campaign was spa-
tially nested study areas that varied widely in scale, from 1 km? to
160,000 km?. The Meso-Cell Study Areas (MSA) and the Intensive
Study Areas (ISA) are the focus of this paper, as these are where
the majority of the field data were collected. The size of each MSA
was 25 km x 25 km, while the size of each of the ISAs nested within
the MSAs was 1 km x 1 km. There was a total of 3 MSAs, each
containing 3 nested ISAs (see Fig. 1). The MSAs and ISAs were chosen
specifically to represent the different alpine, subalpine and prairie
environments found globally. Shallow, moderate, and deep snow-
packs correspond to North Park, Fraser, and Rabbit Ears MSAs, re-
spectively. In this analysis, we only examined ISAs within Fraser
and Rabbit Ears, due to the lack of snow cover in parts of North
Park during data collection. Additionally, the vegetation characteristics
fluctuate from MSA to MSA. Rabbit Ears mainly consists of a mix of de-
ciduous and coniferous forest cover, whereas Fraser has relatively dense
coniferous forest cover, and North Park is composed primarily of open
grasslands and shrublands. Processing of Moderate-Resolution Imaging
Spectroradiometer (MODIS) Land Cover data revealed 14 of 16 total
land cover classifications were identified within the 3 MSAs, as defined
by the International Geosphere Biosphere Programme (IGBP) global
vegetation classification (Townshend, 1992).

Airborne passive microwave T, data were obtained using the Polar-
imetric Scanning Radiometer (PSR) over all the MSAs and ISAs (e.g.
Fig. 2). The microwave data was gathered at an incidence angle of 55°
from nadir, the same as AMSR-E for comparison purposes. PM observa-
tions were recorded at multiple frequencies known to be sensitive to
snowpack properties (e.g.6.9,18.7,37, and 89 GHz). The calibration un-
certainty is typically given as 4-1-2 K, depending on frequency (Kim,
personal communication, January 2012). The size of the microwave
footprint varied depending on the frequency, as well as the flying height
and orientation of the aircraft. At 37 GHz, the frequency used in this
study, the spatial resolution of the microwave footprint was typically
on the order of 110-180 m in size. For this study, we used the raw
PSR T, measurements at their native resolution, and no resampling or
gridding was performed. As can be seen in Fig. 2, the PSR observations
at the ISA scale are irregular in spatial coverage, due to the conical scan-
ning geometry of the PSR radiometer (Stankov et al., 2008). The irregu-
larities can be attributed to overlapping swaths from adjacent flight
lines as well the ray tracing algorithm associated with the geolocation
of the PSR dataset. The PSR airborne microwave dataset (Cline et al.,
2008) was mainly used in this study to validate our modeling efforts
(Section 4.1).

Snow pit measurements were made in each ISA (e.g., Fig. 2). Snow
density, temperature, wetness, and grain size were measured at each
stratigraphic layer within all snowpits. In this study we use only
snowpit measurements from the third Intense Observation Period
(IOP-3) from 19 to 25 February, 2003. Because snow grains are known
to be a primary snowpack parameter that influences the scattering of
microwave radiation, a total of six different snow grain measurements
were taken at each stratigraphic layer following the CLPX sampling pro-
tocol (Cline et al., 2002). Snow grain measurements were made using a
loupe-style hand lens with reticule graduations of 0.1 mm (Elder,
2007). Three snow grains were selected from each layer, ranked by
size, and labeled “small”, “intermediate”, and “large”. The experiment
plan called for a total of 16 snowpits in each individual ISA, but due to
accessibility restraints in certain areas, several ISAs had fewer snowpits.
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Fig. 1. The three mesocell study areas: Fraser, Rabbit Ears and North Park (from south to north), with nested intensive study areas (marked with x) within each MSA. Study areas are
shown in relation to their elevations in meters above mean sea level. All study areas were located in North/Central Colorado (inset).
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Much of the existing literature in this field has focused on the sen-
sitivity of passive microwave T, to SWE (e.g. Chang et al., 1982; Goita
et al., 2003, etc). However, because snow density measurements are
very time-consuming, recent literature has suggested characterizing
SWE based on depth measurements alone, due to the fact that SWE is
more closely linked to depth than it is to density (Sturm et al., 2010).
Integrated snow pit observations taken from CLPX suggest that SWE
can be directly predicted from snow depth using a linear relation-
ship, as shown in Fig. 3. The fitted SWE had an R? value of 0.99, and
an RMS error of 1.78 cm SWE. This linear relationship allows us to
make use of the high density, spatially continuous snow depth mea-
surements taken with LiDAR, and simplifies our stratigraphic sam-
pling procedures, as described in Section 3.

Spatially continuous snow depths were estimated a posteriori
using a LiDAR dataset collected during CLPX. At roughly the peak of
the accumulation period (8 and 9 April, 2003), a LiDAR dataset was
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Fig. 2. In a) the numbered CLPX snow pit sampling protocol is shown within the Fraser

Alpine ISA. In b), the snowpit (red), depth transect (blue), and PSR microwave data
footprints (cyan) are draped over a LiDAR generated elevation model of the area.

Fig. 3. Scatter plot of observed snow depth vs SWE for all 191 snow pit measurements
from the CLPX IOP3 observation period.
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collected that indicates the combined terrain and snow height. After
snow ablation, another LiDAR dataset was collected to generate a bare
earth, vegetation free model (18 and 19 September, 2003). The mode
of spacing between surface elevation measurements from LiDAR was
close to 1.5m (average observation density 376,000/km?). Each
LiDAR dataset was interpolated to a regular 1.5 m grid using locally-fit
power-law variograms in ordinary Kriging estimation by McCreight
(2010). Snow depth was then calculated as the difference in height be-
tween the gridded height on September and April (McCreight et al.
2012). Snow depth RMSE for all sites ranged from 6 cm to 19 cm,
with an average 11.1 cm over all sites, which is comparable to standard
LiDAR error (McCreight, 2010). It is unfortunate that the LiDAR acquisi-
tion does not correspond with IOP-3, when the snowpit measurements
were made. In this study, we use a combination of the LiDAR-derived
snow depths and the IOP-3 snow pits to drive the radiative transfer
model. Because we only use the LiDAR data as a model for spatial vari-
ations in snow depth, the time lag between the snowpit observations
and the LiDAR collection is acceptable. The main application of the
LiDAR dataset was to provide a realistic high-resolution estimate on
the spatial variability of snow within the 1 km x 1 km scale of our mea-
surement area. In Section 4.1, where we compare the true T, measure-
ments against those modeled from snowpit data, we were forced to
account for the time offset between the IOP-3 measurements and the
LiDAR collection. To do this, we found an optimum scaling factor by
minimizing the difference between the scaled LiDAR dataset and the
measured depth transects collected in each ISA. The results were robust,
with RMS errors ranging from 4.8 to 8.9 cm for the different ISAs.
While we incorporated data from multiple ISAs in this analysis, Fra-
ser Alpine (FA) served as a “benchmark” in different components of this
sensitivity study. The FA ISA was ideal because of the spatial variability
observed in vegetation, snow depth, and the snowpits. To the north-
west, FA is densely forested, while to the southeast the area is above

timberline and there is little or no forest cover. The range of the LiDAR
snow depth in FA was in excess of 4.5 m. The snow pit data indicate
large variability was observed in snow grain size, density, and layering
in FA, all of which are known to greatly influence the microwave signal.
To illustrate this variability, we have plotted the stratigraphy, correla-
tion length, and depth of each snow pit from the FA ISA in Fig. 4. The
grain sizes exponential correlation lengths (Madtzler, 2002) were de-
rived from the measured geometric grain sizes, and range from
0.05 mm to 0.275 mm. We concede the possibility that the CLPX
snow pit data underestimates the true variability of different snow
properties such as grain size, but contend that the measured variability
is sufficient for the purposes of this research.

To our knowledge, no study has been reported in the literature
which incorporates such a heterogeneous dataset of in situ snow
pit measurements in a forward modeling scheme in order to exam-
ine the theoretical response of snow brightness to the total depth
at various measurement scales. Existing studies have compared
CLPX microwave observations to modeled observations by embed-
ding a microwave emissions model into a hydrologic prediction
scheme with mixed results (e.g. Andreadis et al., 2008; Davenport
et al., 2012), but none have used the actual snowpit data for model-
ing purposes. The rich datasets gathered during the CLPX provided
the sole means by which this analysis was possible. While other
datasets exist that have attractive temporal sampling characteristics
(e.g. Derksen et al., 2012; Langlois et al., 2012), we chose to use the
CLPX dataset because the data is large in volume, well documented,
and easily accessed by the general public.

3. Methods and models

For our analysis, it is necessary to model three main factors that con-
trol the scene composition of a recorded PM observation: 1) modeling
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Fig. 4. The layering structure and the prevailing exponential correlation lengths (pex) of each layer (function of grain size) are shown the 16 different pits in the Fraser Alpine ISA.
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microwave emission of the snowpack, 2) modeling the interaction be-
tween vegetation and snow, and 3) modeling the aggregation of the mi-
crowave radiation to different measurements scales. We describe
statistical methods for estimating spatially-continuous distributions of
snow properties (snow depth, density, stratigraphy, grain size, and tem-
perature) from the CLPX snow pits and Lidar datasets in the Appendix A.

3.1. Snow radiative transfer model

In order to analyze the effects of spatial variability on passive micro-
wave remote sensing of snow, we utilized a forward model of the prop-
agation of microwave radiation through a snowpack. Over the past two
decades, the theory of microwave interaction with snow has developed
significantly (e.g. Mdtzler & Wiesmann, 1999; Tsang et al., 2000;
Wiesmann & Matzler, 1999). The effects of stratigraphy on microwave
emission can now be modeled explicitly (Lemmetyinen et al., 2010;
Liang et al., 2008; Wiesmann & Mdtzler, 1999). The microwave model
used for the simulations is the Microwave Emission Model for Layered
Snowpacks (MEMLS). MEMLS uses a combination of empirical and
physical relationships to characterize the radiative properties of each
snowpack layer (Mdtzler & Wiesmann, 1999; Wiesmann & Matzler,
1999). MEMLS predicts the scattering coefficient (vys) from physical
snow parameters and the absorption coefficient (y,) from dielectric
properties of snow and ice. The scattering coefficient was determined
via the improved Born approximation (Matzler & Wiesmann, 1999),
and the absorption coefficient, the effective permittivity, refraction
and reflection at layer interfaces were based on physical models and
empirical approximations based on measured ice dielectric properties.
The primary inputs to MEMLS are snow density, snow grain correlation
length, layer thickness, physical ground temperature, snow tempera-
ture at each layer, liquid water content, and snow-ground interface re-
flectivity. The secondary parameters (7s, Ya) in the radiative transfer
model can then be derived from the above inputs (Langlois et al.,
2010; Matzler & Wiesmann, 1999). These inputs then lead to the pa-
rameters characterizing the radiative transfer in and between the
layers: interface reflectivity, transmissivity, and emissivity. The transfer
of radiation through the multi-layer snowpack, including the refraction,
is computed with a matrix method. The inputs required for MEMLS
were gathered as part of the in situ snow pit measurements taken dur-
ing the CLPX campaign.

Snow grain size exponential correlation length has been shown to
control the radiometric response of snowpack for microwave fre-
quencies (Madtzler, 2002). Hand lens grain size measurements made
in the CLPX ISA snow pits do not explicitly include exponential corre-
lation length. We used a simple empirical relationship between hand
lens grain size measurements, density, and the snow grain size expo-
nential correlation length, as described by Durand et al. (2008).

For this study, the measurement frequency at 37 GHz was used in
the forward modeling process. Studies have shown PM measurements
at 37 GHz frequency exhibit maximum sensitivity to variations in
SWE (Foster et al., 1984). Furthermore, vertical polarization was
used exclusively due to the small variations between vertical and hor-
izontal polarizations at 37 GHz in the observed PSR data over the ISAs
we examined, which ranged from 7.6 to 12 K in non-vegetated areas,
depending on the ISA. No atmospheric contributions were modeled in
this study. Note that passive microwave observations, especially from
spaceborne sensors, include atmospheric effects that must be taken
into account; note we use airborne observations in this study, which
makes atmospheric corrections far less critical. Additionally, following
Foster et al. (2005),we did not model the effects of terrain relief, which
is known to contribute to observed spaceborne T, as described in
existing literature (Mdtzler & Standley, 2000). Because of the extreme
variability in the snow measurements as well as the forest cover vari-
ation, we assume the effects of terrain relief to be negligible, as com-
pared to other potential error sources listed above.

In order to answer question (1) posed in Section 1, we devised an
experiment to address whether or not PM measurements are sensitive
to the mean snow depth contained within the measurement footprint,
given highly heterogeneous sub pixel properties. The spatially contin-
uous snowpack depths in Fraser Alpine ISA (as computed in
McCreight, 2010) were found to have a mean depth of 128 cm, at
the time of LiDAR collection. In order to explore the sensitivity to the
mean depth, we generated three additional snowpacks, where the
snow depth at each original pixel value was divided by 2, 4, and 8, re-
spectively. The corresponding means of the four snowpacks used in
this study are then 128, 64, 32, and 16 cm, respectively, for the Fraser
Alpine ISA; note values range from 132 to 308 cm for the other ISAs.
The layering in the original snow pit data is scaled by a depth factor,
while the rest of the stratigraphic data for each layer (grain size, den-
sity, etc.) remains the same, as shown in Fig. 5. Other ISAs were
modeled in the same way. Thus, four different spatially heterogeneous
snowpacks with four different mean depths at each site (i.e. 16 differ-
ent high resolution model runs) were created for this analysis. This al-
lows us to isolate the effects of depth from other snow parameters in
our subsequent analysis.

In order to ensure that our stratigraphic sampling methodologies
were unbiased and reasonable, we implemented a jackknife validation
procedure (Efron & Gong, 1983). We estimated the radiance at each
pit using its measured stratigraphic properties. We then took the
remaining snow pits within each ISA, scaled the depth of all other pits
to match that of the pit being estimated, and computed the difference
in estimated T}, from true Ty, This process yields a total sample size of
n x (n — 1) within each ISA, where n is the total number of pits. Our re-
sults were consistent, yielding unbiased distributions; the bias for the
four ISAs we utilized with was 0.0015, 0.17, — 1.2, and 0.06, for the FS,
FF, FA, and RS. Standard deviations ranging from 7 to 23 K; for all four
ISAs, a t-test indicated that the means were unbiased and not different
than zero K (o = 0.05).

3.2. Vegetation model

Vegetation has been shown to influence the observed T, of winter
landscapes (Langlois et al.,, 2011). Thus, the contribution of vegetation
to the observed T, must be understood and quantified. At the most
basic level, vegetation changes two components of the modeling pro-
cess involved with the remote sensing of snow. First, vegetation emits
its own microwave signature that is observed by the radiometer, in-
creasing the observed Tj. Second, vegetation attenuates the radiation
emitted from the underlying earth and snowpack with a high degree
of complexity due to its fractional volume, basal area, and foliage bio-
mass (Langlois et al., 2011); this essentially reduces the sensitivity of
the PM signal to SWE.

In the literature, the T, of a sensor footprint is typically modeled as a
function of the fractional vegetation coverage within a scene. The micro-
wave emission of a partially-forested pixel can be modeled following
Langlois et al. (2011) based on the forest-cover fraction F:

TI;OV _ FT{Jorest + (.1 _F)Tznow (1)
T{;)mt = tvegTinow + Creg Tveg + tveg(l _esnow) (1 - tveg) Tveg (2)

where T is the brightness temperature of the forested fraction of the
pixel, T™" is the brightness temperature of the non-forested fraction,
tveg IS the vegetation transmissivity, ey is the vegetation emissivity, Tyeq
is the vegetation physical temperature, and e, iS SNOW emissivity.
Note there are some ambiguities in defining what exactly forest fraction
(F) is, in the context of remote sensing datasets. Some have suggested
using NDVI (Normalized Differential Vegetation Index) as a proxy for for-
est fraction (Hall et al., 2002), while others have created alternative indi-
ces, such as finding the land cover characteristics within the radiometer
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Fig. 5. Figures (a) and (b) show an original and augmented depth (0.5) at Fraser Alpine ISA. The scale factor is applied to the stratigraphy only, the properties of the snow, such as

grain size, density, etc, remain the same, as shown in (c).

footprint and assigning a fraction based on the subpixel forested compo-
nent (Foster et al., 2005). In our case, we estimate the forest cover using a
binary pixel algorithm, in which the orthophotos (at 1.5 m spatial resolu-
tion) taken during the CLPX experiment were converted to a value of 255
(white), or O (black) based on a defined pixel threshold (see Fig. 6). We do
note however, that this method is susceptible to bias because of “shading”
caused by the sun angle at the time of image exposure, but we did not feel
it was significant enough to compensate for in this analysis. The effect of
including this shading would overestimate the presence and role of veg-
etation at each ISA in the microwave analysis; thus, our assumption is
conservative. Using a binary approach for vegetation, the scene T, for
each pixel then becomes:

Tglx =t VegT.;‘,now + evegTveg + tveg(l _esnow) (1 - tveg ) Tveg (VEgetation) (3)

T2 = Ty (No Vegetation) (4)

Extensive studies have explored t,¢g as a function of vegetation prop-
erties (Kruopis et al., 1999; Kurvonen & Hallikainen, 1997; Langlois et al.,
2011; Pardé et al,, 2005). From these studies, t,., has been modeled
according to the following exponential function:

t(f,V) = a+ [1—a]exp(—bV) (5)
a(f) = 0.42 + [1—0.42] exp(—0.028f) (6)

where a and b are regression coefficients, V is stem volume, and f is fre-
quency. The main difference between the studies listed above has been
the differing values assigned to the regression coefficients, a and b. The
vegetation transmissivity algorithms are parameterized by estimates

of stem volume, but the CLPX dataset did not contain any in situ mea-
surements of stem volume. Taking a conservative approach, we as-
sumed that the stem volume for each pixel was high enough that we
could assume the vegetation transmissivity was at the saturation
value. This left us with a total of four transmissivity values, from which
we could find the best fit. The best fit was found by minimizing the dif-
ference between the observed PM data and a replicated observation
scene, where the T}, is modeled as a combination of the snow properties
(MEMLS) and the different vegetation transmissivities. We found that
the transmissivity saturation values given by (Langlois et al., 2011) led
to the best fit between our model simulations and the PSR T, measure-
ments. We therefore assume a constant transmissivity of 0.55 for the dif-
ferent ISAs within our dataset. By defining the transmissivity values for
our study areas, we were then able to quantify its effect on the PM re-
mote sensing measurements. In order to answer question (2) posed in
the Introduction, we use the same methods described in the previous
section, but include the effects of vegetation. This allows us to see how
vegetation affects the sensitivity of microwave brightness temperature
to snow depth.

3.3. Measurement scale modeling

In order to quantify the effect of scale (if any) in PM remote sens-
ing (i.e. question 3), we synthetically create multiple measurement
scales in which we can conduct our sensitivity analysis within a
1 km x 1 km ISA. Three different distributed spatial observation
methods were employed, at arbitrarily chosen footprint sizes of 100,
400, and 1000 m, respectively. The antenna sampling patterns at these
scales are shown in Fig. 7. The passive microwave observation was simu-
lated by a weighted Gaussian described by its Full Width Half Maximum
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Fig. 6. Fraser Alpine (ISA) orthophoto (top left). Conversion of orthoimage of Fraser Alpine ISA to binary format for vegetation classification purposes (top middle) and spatially
continuous snowpack depth as estimated by McCreight (2010) (top right). Fraser Fool Creek (middle) and Rabbit Ears Buffalo Pass (bottom) ISAs are also included. Snow depths

are in meters.

(FWHM) spatial dimension. For an estimate of the T}, at a point in space,
we define a Gaussian inverse distance-weighted average (GIDW) func-
tion (Li et al,, 2012):

aw T
Zle W

Tgbs _

(7)

The weights of the function can be found using the following
equation

2
Wi = exp (— ‘f,) (8)
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where d; is the distance from the center of the footprint, and o is the
standard deviation of the Gaussian function, and is given by the fol-
lowing relationship.

FWHM

O=—"
2+/21og2

This function serves as a method by which we can estimate what the
observed Tj, should be from a given antenna pattern and a high-resolution
Ty, simulation. The T}, at the specified location is determined using a line-
arly weighted combination of observations taken from a set of sample
points. Because of the spatial limitations of the LiDAR-derived continuous
snow depth data, as well as the snowpit data, the largest PM observation

9

00
00

Fig. 7. lllustration of FWHM sampling method utilized in order to study the effects of scale on the microwave measurement at 100, 400, and 1000 meter resolution. The dimension
of each square is 1 km?. The different color (red to blue) represents the signal power of the simulated T, observation through Gaussian Inverse Distance Weighting.
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that we are able to simulate has a diameter of 1000 m. At each pixel,
we have a corresponding T, that is simulated using MEMLS. To in-
crease computational efficiency we aggregated the original 1.5 m
pixels derived from LiDAR data up to 10 m. Therefore, the “observa-
tion” is calculated using a summation of modeled T, at each pixel,
multiplied by the distance weighting function. Therefore, the highest
weights are assigned to adjacent pixels near the center of the micro-
wave footprint.

To address the effects of measurement scale on PM observations,
we computed the average T, over the whole domain, at 10-meter
resolution, and compare this true value to the T, that would be esti-
mated by a radiometer observing our study area at different mea-
surement resolutions including 100, 400, and 1000 m. We used
Eq. (7) to perform the aggregation to the three different spatial
resolutions.

We validated our modeling efforts by comparing simulated and ob-
served T), values. In a prior study using ground-based CLPX radiometer
data, MEMLS modeled T}, at 37 GHz, v-pol accuracy was approximately
5-10 K; specifically, mean absolute error was 4.6 K, and the uncertainty
due to grain size measurement precision and transformation to correla-
tion length was 9.7 K (Durand et al., 2008). While the fidelity of MEMLS
is not the focus of this paper, MEMLS accuracy could potentially affect
the results presented herein. The geographic location of each simulated
observation is based on the known geolocation of the actual microwave
data. We use the same snow depths described in Section 2 at 10 m res-
olution. To simulate the passive microwave observation, we use the
Gaussian FWHM methodology that we previously described in Eq. (7).
We modeled each pixel within the ISA using the probabilistic multino-
mial distribution as described in the Appendix, and the vegetation was
modeled according to Section 3.2.
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4. Results

In this section, we compare the results from different microwave
modeling scenarios over each study area. Several definitions will aid
the presentation of the results. First, we define signal as the magnitude
of the change in T}, due to the different snow and/or vegetation proper-
ties. Simply put, the signal represents the difference in T, between a
snow covered vs. bare earth T, measurement. Second, we define the
sensitivity to be the change in the slope of the previously defined signal,
as a function of a change in the snow properties.

4.1. Simulated Ty, vs. True T,

The respective means of the simulated T, and observed T, were in
agreement to + 3 K for all ISAs except Fraser Alpine, where it was 5 K
(Fig. 8). The RMS error for each ISA ranged from a minimum of 2.3 K at
Fraser Fool Creek to a maximum of 14.8 K at Fraser Alpine. In Fraser
Alpine ISA, we attribute the large RMS error to the existence of a con-
sistent negative bias in the microwave modeling of vegetation free
areas, typically between 10 and 15 K in value. It is interesting to
note that the variability of the scene T, in each ISA was greater in
model generated airborne T, than in the actual airborne T, gathered
during CLPX (Fig. 9).

The reason for both the negative bias and difference in spatial var-
iability could be due to a multitude of causes, almost all of which are
outside our control. These include natural variability in the snowpack,
subjectivity of the grain size measurements made by different ob-
servers during CLPX, as well as the transformation from grain size to
exponential correlation length: the combined MEMLS uncertainty as-
sociated with the fit between grain size and correlation length, and the
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Fig. 8. Observed and estimated PSR radiance data from Fraser Alpine (a), Fraser Fool Creek (b), Rabbit Ears Buffalo Pass (c), and Rabbit Ears Spring Creek (d) ISAs. The red line is the
median of the dataset, whereas the whiskers extend to minimum and maximum data points not considered outliers (no outliers were present).
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Fig. 9. Observed (left) and estimated (right) PSR T, data from Fraser Alpine as a function of measured depth (top), the associated histograms of both (middle), and the cumulative

distribution function (bottom).

uncertainty in the grain size measurement was 10 Kat 37 GHz in are-
lated study using MEMLS and CLPX data (Durand et al., 2008). Addi-
tionally, there exist ambiguities within the PSR data that lead to
decreased confidence in the geolocation procedure of the data itself.
It is impossible to investigate these anomalies without a robust
reprocessing of the original navigation datastream, which at the time
of writing was unavailable.

4.2. Effects of heterogeneous snow properties

Modeled T, within the 1 km x 1 km area at FA ranges from 195 to
255 K for a total range of ~60 K. Comparison of Fig. 10c and Fig. 10b in-
dicates a strong spatial correlation between the simulated T, pattern
and the ISA snowpit distribution. Indeed, the coherence between
Fig. 10c and Fig. 10b is clearly far higher than that between Fig. 10c
and the snow depth (Fig. 5). As an example, consider the northwest

part of the domain, which has fairly uniform snow depths (as indicated
in Fig. 5), but has T, varying from 200 to 235 K (in Fig. 10c). The
modeled microwave data seems to be a function of the individual
snowpits modeled at the different pixels. To first order, the T, variability
in the Fraser Alpine ISA is dominated by the stratigraphic properties of
the different snowpits (such as grain size, density, etc.), rather than
overall depth. If the dominating variable that influenced the T, was
snow depth, we would expect to observe smooth trends in the bright-
ness temperature signal that would have high correlation with the
trends in the snow depth shown in Fig. 5. Visually, this is not the case.
We concede that our spatial representation of T, mischaracterizes the
true patterns because we only have in situ measurements of snow prop-
erties at select locations. However, for the purposes of this study, in
which we seek to examine the relationship between T, and snow
depth, it was an adequate representation of a spatially continuous
snowpack.
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Fig. 10. Typical Voronoi diagram, where individual pixels are classified by distance to nearest snow pit (a), where the different colors represent the different snowpits. A multinomial
distribution is used to map individual pixels to adjacent snow pits in a probabilistic manner, where the probabilities are a function of the spatial distance between pixel and snowpit
(b). The brightness temperature scene was then simulated as a function of snow properties only (c) and vegetation contributions (d). In the figures above, the modeled site is Fraser

Alpine. Brightness temperatures are in Kelvin.

Our goal was to ascertain whether or not there is sensitivity to the
overall snow depth, despite the fact that spatial variations are dominat-
ed by stratigraphy (not depth), as noted above. Fig. 11 shows the mean
modeled Ty, versus the mean depth over the ISA, using the methodology
described in Section 3.1. For the Fraser Alpine ISA, T, averaged over the
entire ISA has a total range of ~30 K from the minimum to the maxi-
mum mean snow depth (note that the aggregated range is much less
than the total modeled range of 60 K). Once the depth is greater than
50 cm, the signal saturates and there is little additional sensitivity to
the increased depth. The total range of T, for the other three study
areas are 32,22,and 21 K for the FF, RB, and RS study areas, respectively,
and the saturation depths ranged from 50 to 102 cm. For all study areas
however, our analysis indicates that there still exists sensitivity to the
mean snow depth over the area, regardless of the heterogeneous nature
of the snow properties contained within each respective study area that
we sampled (see Fig. 11). All of the study areas exhibit sensitivity to
mean depth of snow, with the signal variability ranging from 22 to
38 K depending on the native snow properties of each study area. We
note that the degree of sensitivity is not uniform over each study area,
nor is it linear with respect to depth, which could lead to ambiguity in
SWE retrieval. In Section 5.2, we examine the effect of PM sensitivity
to depth in SWE retrieval.

4.3. Vegetation effects

Fig. 10c represents the T, over the Fraser Alpine ISA solely as a func-
tion of the different snowpack properties that were measured in situ

during CLPX. The Northeast corner of the ISA has modeled T, ranging
from 215 to 240 K. However in Fig. 10d and Fig. 12b, with vegetation
present, the subsequently modeled T, ranges from 245 to 253 K, and
the microwave signal attributable to the snow (as illustrated in
Fig. 10c) is virtually masked. Thus, vegetation contributes its own emis-
sion (increasing T}), and attenuates the sensitivity of the T, to snow (de-
creasing the range of signal); (Fig. 10c, d and Fig. 12b).

Fig. 13 shows the modeled sensitivity of T, to depth using the
methods described in Section 3.1 for four different snowpits, including
(green lines) and neglecting (blue lines) the vegetation. Vegetation ra-
diative transfer calculations are discussed in Section 3.2 (see Eq. (5))
The response of the modeled T, to the snow depth ranges from 20 to
30 K without vegetation, if vegetation is included, there are only a few
Kelvin of change in T,.

The experiments described in the previous paragraph assumed 100%
forest cover at a point scale. In reality, the different ISAs exhibit different
fractional coverage. We integrated the snow depth and T, values simu-
lated at 10 m up to the ISA scale (1 km?), and repeated the sensitivity
test by varying the mean snow depth; results are shown in Table 1.
From Table 1, the fractional vegetation coverage across the four ISAs
ranged from 0.36 at Fraser Alpine to 0.9 at Fraser Fool Creek. The T,
range for the four ISAs excluding the effect of vegetation ranged from
8 K to 20 K. The T, range including the effect of vegetation ranged
from 5.3 K to 9.6 K. The reduction in sensitivity due to vegetation was
estimated by comparing the T, range with and without vegetation,
and dividing the change in T, range by the total T, range of unvegetated
Ty. Fraser Fool Creek was found to have a reduction in sensitivity to
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Fig. 11. The sensitivity of modeled PM observations to mean subpixel depth, in spite of heterogeneous snow properties taken from different ISAs. Fraser Alpine and Fool Creek ISAs
are shown in (a) and (b), while Rabbit Ears Buffalo Pass and Spring Creek are shown in (c) and (d), respectively.

depth of 63% attributed to vegetation. Fraser Alpine has a vegetative
fraction of 0.36, which corresponded to a sensitivity reduction of 26%.
Rabbit Ears Buffalo Pass and Spring Creek ISAs had sensitivity reduc-
tions of 23 and 34%, which corresponded to vegetation fractions of
0.38 and 0.47, respectively.

We then simulated the effect of partial forest cover on the modeled
Ty at incremental forest fractions over the entire spatial domain of dif-
ferent ISAs using Eqs. (5) and (6). We generated random spatial distri-
butions of forest-covered pixels at 0.2, 0.4 and 0.6 fractional coverage
for each of four ISAs. The results of these experiments are given in
Table 2. For forest fractions as little as 20 percent, there exists up to
6 Kincrease in T, with respect to vegetation, while forest fractions of
0.6 exhibit up to a 14 K increase in T,. The T, range at Fraser Alpine
without vegetation is 15 K; for 0.2, 0.4, and 0.6 fractional vegetation
cover, the range is reduced to 13 K, 10 K, and 6 K respectively. At
60% vegetation cover for Fraser Alpine, the range is reduced to 40%
of the no-vegetation case. For the other three ISAs, the range for 60%
vegetation is reduced to 30%-60% of the no-vegetation case.

To validate our vegetation methodology and examine the masking
effect of vegetation in observed T, datasets, we plotted airborne PSR ob-
servations over snow-covered areas within the different MSAs vs. win-
ter NDVI values obtained from 500 meter resolution MODIS imagery.
The airborne microwave observations replicate our modeled trend
(Fig. 13), where signal attributable to snow is lost as the NDVI values in-
crease. Note that the range variability is even more pronounced when
NDVI is used as the vegetation proxy, and at NDVI values of 0.4, there
is a ~70% reduction in the signal attributable to snow.

4.4. Effects of measurement scale
Fig. 14 shows the average depth across each of the ISAs compared to

the average T}, as it would be estimated by a radiometer measuring at
different measurement resolutions, as illustrated in Fig. 7. We define

the difference between the true mean T, and the T, measured from dif-
ferent spatial resolutions in terms of absolute error (AE). All of these re-
sults are obtained without including any vegetation in the simulations.
AE values for Fraser Alpine ISA were the largest at the 1000 m scale and
at full depth, but only amounted to 3.1 K. Subsequent ISAs with de-
creased heterogeneity of snow properties were studied, and smaller
AEs were found, as a function of scale. At Rabbit Ears Buffalo Pass ISA,
the largest error, at 1000 m resolution, only amounted to 1.4 K. Thus,
sensitivity to mean snow depth exists for all [SAs regardless of subpixel
heterogeneity, and as the subpixel snow properties become more ho-
mogeneous in other ISAs such as Rabbit Ears Buffalo Pass, the AE at all
scales decreases concurrently (e.g. Fig. 14). These results seem to indi-
cate that even large measurement scales would be sensitive to the
mean amount of SWE contained within the subpixel.

5. Discussion

The problem of the large spatial scale of PM measurements and the
sub-pixel spatial heterogeneity in snow properties is often cited as a
major factor hampering characterization of snowpack using microwave
measurements (e.g. Derksen et al., 2005; Tedesco et al., 2005). The
model-based results presented in Section 4.1 indicate that the modeled
response of the average T, contains significant information about the
average depth within the same spatial domain despite sub-pixel vari-
ability in depth, grain size, stratigraphy, and other snow properties.
The results presented in Section 4.3 indicate that these relationships
are relatively scale-independent; in other words, averaging from
100 m to 1000 m does not significantly change the sensitivity of Tj, to
depth. Of course, as the spatial scale of the microwave footprint in-
creases to 10,000 m, there is in general more likelihood of inclusion of
vegetation, lakes, etc. While 1000 m was the largest area modeled in
this study, we hypothesize that as long as vegetation, lakes, and other
complex microwave emissivity surfaces are not contained within the
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Fig. 12. Spatial comparison of observed PSR T, (a), to the spatially continous modeled
Ty field (b), in Kelvin. While we can model the spatially continuous T, from depth and
snow pit measurements, we only have discrete measurements of PSR T,. Note the
anomolous cold PSR T, observations over the forested component of Fraser alpine
(top left in Fig. 10a). This artifact decreases our confidence in the geolocation proce-
dures used for the PSR dataset.

footprint, this relationship will continue to hold at larger measurement
scales. Recent observational analysis supports this theory. Specifically, it
was found that spaceborne microwave observations are sensitive to
magnitude of in-situ SWE contained within the radiometer footprint
(Li et al.,, 2012), provided the above-mentioned conditions are met.
Given the presence of this signal, an algorithm capable of retrieving
snow depth despite the complex relationships between T, and depth
is needed. This is an encouraging result. Note that our results show sen-
sitivity of the T, to the mean depth within a T, measurement. Thus, one
potential application is to combine the T, with ancillary data that would
provide some information on the sub-pixel snow variability. The SWE
reconstruction from SCA imagery as described by e.g. Molotch and
Margulis (2008) is one such method, as is the Bayesian reconstruction
of snow properties as described in Durand and Margulis (2007). Thus,
the microwave T, could be used to estimate the spatially-averaged
depth or SWE, and SWE reconstruction could help to constrain the spa-
tial pattern of SWE.

While the saturation effect associated with deep snowpacks is a
difficult problem to overcome in PM remote sensing, our findings sug-
gest that vegetation is arguably the biggest problem facing utilization
of PM measurements for mapping snow depth. The signal-to-noise at-
tributed to snow is reduced by vegetation and directly affects the abil-
ity to measure SWE through passive microwave measurements alone.
Incorporating a Bayesian data assimilation (DA) framework in which
vegetation is accounted for, along with spatially varying snow proper-
ties is potentially one way of overcoming the saturation effect of deep
snow as well as vegetation. In a general DA framework, Tj, is forward

modeled and combined with microwave and in situ snow observations
to form an optimal posterior estimate of snow properties, given the es-
timated uncertainties with the modeled and measured datasets. Studies
of this nature have been conducted with promising results (Andreadis &
Lettenmaier, 2012; DeChant & Moradkhani, 2011; Durand & Margulis,
2007; Durand et al., 2009), and further application of such techniques
are warranted. The recent GLOBSNOW project (http://www.globsnow.
info) merges microwave measurements with ground-based station ob-
servations of snow depth or water equivalent (Pulliainen, 2006; Takala
et al., 2011), which is an additional way to mitigate the saturation ef-
fects associated with vegetation or deep snow.

Interestingly, our results seem to indicate that there is not significant
coherence between depth and T}, spatially (Section 4.1); at these scales,
our results indicate that spatial T, patterns are more controlled by stra-
tigraphy and grain size. Nonetheless, our results show that there is still
sensitivity of T}, to the mean snow depth over spatial areas of 1 km?.
Thus, care should be taken when drawing conclusions drawn merely
from spatial T, patterns in alpine areas.

5.1. The non-unique nature of the depth and Ty, relationship

Given the heterogeneous nature of the snow properties at the sub
pixel scale, our modeling results indicate that there still exists sensi-
tivity of the PM measurement to the mean depth within the area
bounded by the measurement scale. However, although there exists
measurement sensitivity to the mean depth in all cases, the estimates
of the mean T}, as a function of depth differ depending on the hetero-
geneity of the stratigraphic data within the area. Looking again at
Fig. 14 for example, we observe that both Fraser Fool Creek and Rabbit
Ears Buffalo ISA clearly exibit sensitivity to changes in the mean depth
over a 1 km x 1 km area, however the observed T, at Fraser Fool
Creek are offset by approximately 10-20 K from those at Rabbit Ears
Buffalo Creek, in the same range of depths. This is due to the difference
in the snowpack properties at each site, such as grain size and density.
The snowpack observed in the Rabbit Ears ISAs exhibited fairly ho-
mogenous snow properties, whereas the snowpack in Fraser Alpine
ISA was highly spatially variable. Therefore, due to the spatial variabil-
ity of different snowpack properties, it is somewhat futile to derive an
inverse algorithm that purely relates SWE to observed T, which does
not take grain size, stratigraphy, and snow metamorphosis into ac-
count. This is consistent with current attempts to include the effect
of grain size in SWE retrieval algrorithms (e.g., Kelly, 2009; Takala et
al.,, 2011; Tedesco & Narvekar, 2010).

Another interesting effect that is seen in the modeling is the clear
presence of the saturation effect as the depth of snowpack increases.
In all cases,we see that saturation of the microwave signal is prevalent
for snowpacks reaching 70-100 cm of snow depth, which agrees with
other studies that have been conducted with microwave measurements
(e.g., Foster et al., 2005; Tedesco & Narvekar, 2010). The lack of change
in Tp, despite increasing SWE, has the possibility to cause large errors in
SWE estimates that are based on gradient relationships, and we attempt
to quantify this in the following section.

5.2. Uncertainty propogation in snow depth estimates

In order to understand how uncertainty propagates into snow depth
estimates as a function of PM observations, vegetation, and T}, gradient
modeling, an ad hoc algorithm was constructed using basic error
propogation techniques. The T}, sensitivity was found by modeling six
individual snowpits at different depths, and finding the mean T, vs.
depth relationship. By defining discrete depths, a gradient % can eas-
ily be calculated to reflect the change in Tj, with respect to snow depth.
From this mean curve, we used the simple error progogation algorithm
below to calculate the uncertainty.
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Fig. 13. Estimated radiances (a) for different snow pits taken from Fraser Fool Creek ISA, shown in blue. Vegetation is then added to the “scene”, with a transmissivity estimate of
0.55. Radiances with vegetation shown in green. For comparison (b), the mean and standard deviation of observed PSR T, over snow covered areas in all the MSA's was plotted
against averaged winter NDVI values obtained from MODIS imagery. As the vegetation (NDVI) values increase, the signal attributable to snow is lost.

obs
Ty

o, = (%)o (10)
Where (7”b5 is approximated by 2 K, which is the clear-sky spaceborne
AMSR-E obsewation uncertainty. We repeated these results with and
without vegetation; note that vegetation cover was assumed to be
continuous, rather than some fractional vegetation. The o, results
are shown in Fig. 15, as a function of depth, and vegetation presence.
For a vegetation-free scene, and snow depths ranging from O to
60 cm, the uncertainty in the depth prediction only ranges from 2
to 5 cm (9-12% of total depth). However, as the snow depth increases

Table 1
Sensitivity reduction attributable to vegetation within each of the four different ISAs.

from 60 to 120 cm, we see the uncertainty in the snow prediction in-
crease from 5 cm to 40 cm (45% of total depth), as a function of the
decrease in T, gradient approaching the so called saturation depth.
Furthermore, as the depth is increased to 200 cm, the prediction of
snow depth solely as a function of the T, gradient becomes problem-
atic at best, with some uncertainty that are in excess of 138 cm (69%).

The effect of vegetation is very pronounced, in this context. When
vegetation is added to the scene, the depth uncertainty as a function
of the T, gradient jumps considerably, with up to 25 cm of error at a
snowpack depth of 60 cm (41%). At higher snow depths with less T,
gradient, such as the range from 120 to 200 cm, the depth uncertainty

Study area Total signal attributed to Percentage of forest cover  Total signal (including vegetation) Sensitivity reduction (%) Depth range (cm)
snow (K) (min-max)

Fraser Alpine 13 0.36 9.6 26 16-128

Fraser Fool Creek 20 0.90 7.5 63 17-133

Rabbit Ears Buffalo 11 0.38 8.5 23 38-307

Rabbit Ears Spring Creek 8 0.47 53 34 25-200
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Table 2

Total range of signal is shown at four different intensive study areas, as a function of snow, and as a function of a mixed pixel scene.

Total signal (40% fractional forest)  Total signal (60% fractional forest)

Snow only Snow with vegetation cover
Study area Total signal (T, max — T, min)  Total signal (20% fractional forest)
Fraser Alpine 15K 13 K
Fraser Fool Creek 20K 16 K
Rabbit Ears Buffalo Pass 10K 9K
Rabbit Ears Spring Creek 10 K 9K

10K 6 K
10K 6 K
7K 6 K
7K 6 K

as a function of gradient are equivalent to the actual modeled snow
depth, thus making the PM observations of no value without additional
ancillary information on the snowpack parameters.

Because of the magnitude of its effect on SWE estimates derived
from PM remote sensing, further efforts should be devoted towards ac-
curate parameterization of different types of vegetation at the subpixel
scale, preferably in the context of a globally available land cover dataset.
Indeed, this is mentioned in other literature (e.g. DeWalle & Rango,
2008) as a priority for improved PM algorithms. In order to fully exploit
the measurement technology available in PM remote sensing of snow,
more effort should be devoted to understanding the impact of vegeta-
tion on the T, measurement and estimation of SWE.

6. Conclusions and future work

The results presented herein show that passive microwave T, are
sensitive to changes in spatial mean snow depth, regardless of spatial
heterogeneity in snow properties such as grain size, layering, and den-
sity. To first order, however, the spatial patterns of observed T}, are more
sensitive to grain size and stratigraphy than to depth. Across three study
areas, T, decreases by 23-35 K as depth increased up to the signal satu-
ration depth, which ranged from 70 to 120 cm. With regard to vegeta-
tion sensitivity, forest fractions (F) as little as 0.2 can modify the PM
measurement by up to 10 K, and F greater than 0.6 mask virtually all
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of the microwave signal attributable to snow. Additionally, as the
scale of the microwave measurement is increased, our results indicate
that the PM measurement remains sensitive to the subpixel mean
depth, as modeled measurement resolutions of 1000 m only differ by
1.3-3.1 K as compared to measurements obtained at 100 meter resolu-
tion over individual ISAs. Thus, the main limitation for PM remote sens-
ing of snow in mountainous areas seems to be the inclusion of
vegetation in the pixel, and the nature of its attenuating and bias char-
acteristics. Studies at individual ISAs with fractional forest coverage
found that sensitivity to snow depth was reduced by 23-63% due to
presence of vegetation, which leads to significant errors in depth re-
trieval when not taken into account. With no a priori knowledge of
snowpack properties, or a method by which subpixel vegetation can
be classified and modeled accordingly, SWE estimates derived from
PM remote sensing estimates will continue to be characterized by
large uncertainty in complex mountain environments.

Further studies should be conducted in an attempt to understand
how microwaves interact and propagate through mountain snow-
packs. Of course, correct radiative transfer modeling will only result
from accurate measurement of grain size. Thus, improved methods
of characterizing grain size are important for enhancing existing RT
models of snow and SWE estimation. Further analysis should also
be conducted concerning the metamorphism of snow throughout
the winter months, as a result of external and internal forces which
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Fig. 14. Sensitivity of the observations at different scales as a function of mean snow depth (assuming no vegetation) at four different ISA's (Fraser Alpine (a), and Fraser Fool Creek

(b), Rabbit Ears Buffalo Pass (c), Rabbit Ears Spring Creek (d), respectively.
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Fig. 15. Uncertainty modeling as a function of snow depth (cm) using snow properties
from six different snow pits (a). Blue corresponds to modeled snow scene, while green
corresponds to the same modeled scenes with vegetation imposed. The red “X” is the
mean of the modeled snow uncertainties. In (b), the mean uncertainties are shown
with a bar graph for better visualization.

drive the transformation of snowpack properties. Until metamor-
phism of the snowpack properties can be accurately modeled with
measured and/or modeled meterological data, accurate SWE estima-
tion from PM measurements will continue to exhibit large uncertain-
ty. Lastly and perhaps most importantly, characterization of subpixel
vegetation effects by use of an appropriate global remote sensing
dataset would likely improve SWE estimates from PM remote sensing
observations.
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Appendix A. Estimating spatially-continuous snow properties

One of the main objectives of this study was to investigate how
subpixel heterogeneity affects the observed T, as a function of scale.
Thus, it was desirable to obtain a method by which all of the snowpit
data within each ISA could be utilized with the spatially-distributed
LIDAR depth estimates in a way that most closely represents the true
variability of snowpack found in mountainous environments. There is
a large amount of existing literature that has attempted to predict the
variability of different snow properties using geostatistical (Erxleben
et al., 2002) as well as physiographic methodology (Anderton et al.,
2002; Molotch & Bales, 2006). In general, while some of these efforts
have been successful to a degree, the results still do not necessarily cap-
ture the true spatial variability associated with snow properties. For ex-
ample, in Erxleben et al. (2002), only 18-30% of the observed variability
in snow depth was resolved in different CLPX ISAs. For this reason, we
take an alternative approach in order to represent the spatial variability
of snow properties in our modeling efforts.

We spatially distributed all of the snowpits over an ISA using a
Voronoi scheme, in which each individual 1.5 m pixel is assigned snow-
pack characteristics based on its spatial proximity to the nearest
snowpit. The Voronoi cell V. associated with the site Py is the set of all
points in X whose distance to Py is not greater than their distance to
the other sites P;, where j is any index different than k. Therefore, we
created a simple algorithm by which data from the nearest snowpit ad-
jacent to the individual pixel can be mapped into the pixel while pre-
serving the true depth of that pixel. The snowpit stratigraphic layers
are simply linearly scaled based on the difference between the pixel
snow depth to the actual pit depth. Using a traditional Voronoi scheme
creates unrealistically sharp boundaries in the resulting snowpit map
(Fig. 10). To avoid this unrealistic spatial distribution, we added noise
to the Voronoi scheme by means of a multinomial distribution, which
has desirable statistical properties for our experiment. A multinomial
experiment consists of n repeated trials, where each trial has a discrete
number of possible outcomes. On any given trial, the probability that a
particular outcome will occur is constant. In our case, we assigned prob-
abilities to each pixel based on the distance to adjacent snow pits, with a
total of n different outcomes (see Fig. 10b) corresponding to the n
snowpits. The snowpack then assumes a probabilistic nature, which is
more representative of the natural variability than is typically observed.

It should also be noted that we omitted a small amount of snowpit
data, due to certain undesirable characteristics for spatial representa-
tion of snowpack. For example, of the eight snowpits shown in Fig. 4
which comprised a subset of the overall snowpit samples, pits 1 and 7
exhibit a single snow layer of 3-4 cm, with a corresponding pex of
0.05 mm. Scaling this pit depth to a value of 50 cm in the way described
in Section 3.1, the resulting stratigraphic model for that pixel would be
unrealistic, because those specific properties are only found in shallow,
single layered snowpack. Because these shallow pit snow properties
were only found in select areas with little snow accumulation, we rea-
soned that a deep snowpack would not be characterized by these con-
ditions, and thus would be poorly represented if shallow snow pit
properties were used in the depth mapping function. Because of this,
we omitted excessively shallow snowpit properties from our analysis
using a simple search criteria.
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